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1 Introduction & Motivation1

Popular large language models are becoming increasingly capable of generating more per-2

sonalized interactions finely tuned to the needs, wants, and preferences of individual users3

(Zhang et al., 2025). Among these tasks involved in personalization is style imitation (Chen4

& Moscholios, 2024), or the act of adapting to a user’s style of writing. Risks can occur, how-5

ever, when an LLM mistakes a minority user’s dialect for their style of writing and naively6

attempts to adapt accordingly. This sort of personalization may give way to harms against7

the user. In some such cases, an LLM’s use of a minority dialect risks misunderstanding the8

user and subsequently bringing harm to their self-esteem (Wenzel et al., 2023; Cunningham9

et al., 2024), or engaging in what can be understood as appropriative behavior (Basoah et al.,10

2025a). Depending on the task for which the LLM is used, users may determine that the11

use of dialect may be unhelpful, inappropriate, or offensive (Sandoval et al., 2025). In other12

such cases, users may be frustrated to find that, should their desired task call for use of13

their dialect, LLMs are ill-equipped to generate acceptably natural language in their dialect14

(Basoah et al., 2025b), or to understand input given in their dialect (Koenecke et al., 2020;15

Mengesha et al., 2021). The potential harms of misalignment in dialect use are especially16

prevalent in speech-based interactions as compared to text-based interactions (Wenzel et al.,17

2023; Hurst et al., 2024).18

In this study, we investigate user responses to a dialect-specific language model dependent19

on the model’s modality and domain as well as use of dialect, following the findings of20

(Basoah et al., 2025a), which explores perceptions of an LLM’s use of two closely related21

sociolects (Finegan & Rickford, 2004), African American Vernacular English and Queer22

slang. We look specifically into the responses of speakers of African American Vernacular23

English, referred to here as Black American English or BAE (Hall et al., 2021), and more24

widely into how perceptions vary across speech- and text-based interactions and across25

different domains of conversation. This ongoing work designs a set of user studies to26

determine BAE-speaking user perceptions both of a BAE-specific language model and of27

the users themselves after interacting with the model to be run at scale with BAE-speaking28

participants. We measure perceptions of the model across axes of trust (Cohn et al., 2024),29

understandability, and social presence (Zhou et al., 2024), and user self-perceptions across30

axes of general feeling (Watson et al., 1988), public self-consciousness (Fenigstein et al.,31

1975), and collective self-esteem (Luhtanen & Crocker, 1992).32

Our research questions are as follows:33

• What effects do different modalities and domains of interaction have on native BAE34

speakers’ perceptions of a language model that produces BAE?35

• What effects do different modalities and domains of interaction have on native BAE36

speakers’ perceptions of themselves following their interaction?37

We expect that, in line with the findings of Basoah et al. (2025a), BAE speakers will rate a38

language model that responds using Standard American English or SAE more positively, and39

will rate specifically higher on the axis of trust across both spoken and written interactions.40

Howeve, we also anticipate a considerable difference in responses between text- and speech-41

based interactions, and that overall, participants will enjoy their experience with the BAE-42

specific model more than their overall experiences with the SAE model.43
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2 Proposed Methodology44

User Study Design Each participant will be asked to interact with a language model45

determined by modality (i.e. speech or text), dialect (i.e. BAE or SAE), and domain46

(i.e. education, small tasks, personal conversation, or impersonal conversation), so that47

participants will take part in one of sixteen different types of interaction as described above48

for the purposes of our research. Participants will be provided with prompts unique to each49

domain to begin interacting with the language model, but will not be restricted to the use50

of any of the prompts. Four prompts are provided in total for each domain. Participants51

will interact either with a language model that is prompted to respond to act as a helpful52

assistant that only responds using BAE, or with one prompted to act as a helpful assistant53

that uses SAE. Participants will not be made aware of the model they have been randomly54

assigned. Regardless, participants in both groups will be asked to interact with the model55

using BAE as often as possible.56

Perception Variables Before and after their interactions with the language model, partici-57

pants will be asked to answer an identical set of survey questions concerning themselves58

across axes of general feelings (Watson et al., 1988), public self-consciousness (Fenigstein59

et al., 1975), and collective self-esteem (Luhtanen & Crocker, 1992), the answers to which60

will be compared to determine whether any changes can be attributed to the interaction. All61

such questions are designed to be answered on a 7-point Likert scale (e.g. ”To what extent62

do you agree with the following statement: I’m usually concerned about what other people63

think of me.”) to easily process positive and negative sentiment for quantitative analysis. In64

addition, participants will also be asked to answer questions concerning their perceptions65

of and experiences with the language model across variables of trust (Cohn et al., 2024),66

understandability, and social presence Zhou et al. (2024). Likewise, these questions are also67

designed to be answered on a 7-point Likert scale.68

BAE LLM setup We used Qualtrics to create our survey, which allows us to edit the69

Javascript of each survey question and include a plugin for an API key. We used ChatGPT-70

4o to create both text- and speech-based interactions as survey questions in their larger71

respective surveys. To prompt the BAE-specific models to produce BAE, we used a combi-72

nation of rule-based prompting (Ziems et al., 2022) and persona prompting, as we found73

rule-based prompting to be insufficient to the task of generating satisfactory utterances of74

BAE (Sun et al., 2024). We created pre-screener surveys over both text and speech each75

with 8 phrases of BAE generated by ChatGPT as prompted above and 2 phrases of SAE.76

Participants will be asked to identify which dialect of a selection of minority dialect the77

phrases seem to align with. We expect that this will validate our prompting process.78

Participant Recruitment Our recruitment process closely follows that of (Basoah et al.,79

2025a). We will recruit participants through Prolific, advertising in a short description of80

our study that as participants, it will be crucial to be “speakers or common users of AAVE81

(African American Vernacular English), or come from communities that speak AAVE.”82

Prolific allows us to filter for users based in the United States, who self-identify as Black83

American, and who are over the age of 18, which will create a survey pool of self-identified84

Black American adults based in the U.S. Participants are informed through Prolific that our85

study will take an estimated 20 minutes to complete and that they will be compensated for86

their time at an hourly rate of $15 for completing the survey.87

3 Expected Results & Importance88

Within interactions with the BAE-specific model, we expect to observe a notable difference89

in participant responses between text- and speech-based interactions. This would lend90

weight to the need for focus on speech-based minority dialect interactions with LLMs in91

future work. Importantly, such findings would exemplify the weight of user perceptions in92

performance metrics with regard to minority dialect use in LLMs.93
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