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Abstract

This position paper argues that the Natural Language Processing (NLP)1

community’s oversight of Spanish’s pluricentric nature undermines the de-2

velopment of culturally adequate models. Achieving truly effective NLP re-3

quires acknowledging the inherent cultural nuances embedded in language,4

yet a prevalent misconception persists that a singular “standard Spanish”5

originates primarily from Spain. Drawing on interdisciplinary insights, we6

believe that the distinction between “correct” and “exemplary” linguistic7

Spanish forms is key to effectively addressing the challenges posed by8

Spanish pluricentricity. This distinction allows the recognition of each9

Spanish-speaking nation as a distinct standardization center, where “exem-10

plary” language is inherently community-defined. Maldonado Cárdenas11

(2012) applied this distinction to differentiate Spanish varieties, but with12

limited coverage. Motivated by these limitations, we propose a community-13

focused annotation framework to generate data for improving cultural14

adequacy in Large Language Models (LLMs), emphasizing broader en-15

gagement and contribution recognition. We then critically examine current16

multicultural datasets, highlighting shortcomings (e.g., limited representa-17

tion, missing variation metadata), underscoring the urgent need for a more18

inclusive and culturally aware approach.19

1 Introduction20

From a functional perspective, language is a tool that enables the communication of thoughts,21

ideas, and concepts. Indeed, while linguistic competence is key to using language effec-22

tively, it is usually not enough to know the literal (“dictionary”) meaning of words and23

compositional rules of the corresponding language (Ovchinnikova, 2012). Equally crucial24

is integrating the social and cultural knowledge shared by a language community. This25

topic has been a matter of interest in social and behavioural sciences, such as ethnography,26

sociolinguistics, and dialectology. However, the interest of the NLP community is recent,27

largely due to the limitations of current LLMs in their ability to adequately represent cultural28

variation (Jin et al., 2024). A clear example of this is the Spanish language.29

According to the 2024 Yearbook of the Cervantes Institute (Fernández & Mella, 2024), there30

are 600 million Spanish speakers1. Spanish is the predominant language in 21 countries,31

which implies the existence of a great number of geographic varieties that influence the32

performance of language models ((Bogantes et al., 2016; Castillo-lópez et al., 2023), as cited33

in Grandury, 2024). Yet, this fact is often overlooked in favor of a perceived standard variety.34

For instance, the LDC catalog2 and the ELRA Map3 that Joshi et al. (2020) consulted to35

classify Spanish as a quintessential rich-resource language typically list all resources under36

generic labels like “Spanish; Castilian” or simply “Spanish”. Although resources targeting37

particular variants do exist, identifying them often relies solely on keywords present in their38

titles, rather than proper metadata.39

1Combining natives, limited competence, and foreign language learners.
2https://catalog.ldc.upenn.edu
3https://catalog.elra.info/en-us
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Figure 1: A Glimpse into Dialectal Variation. Here we illustrate some variations in vocabu-
lary across two Spanish-speaking countries. Blue highlights common terms, while orange
marks more casual expressions.

As shown in Figure 1, failing to account for different cultural contexts can lead to misunder-40

standings, including lexical choices, grammatical forms and stylistic conventions. Given its41

critical role in communication, how can we best define and measure the cultural adequacy of42

LLMs? How can insights from social sciences be applied to the evaluation of LLM cultural43

adequacy? These questions outline the central topic of this paper. We take the position44

that it is crucial to acknowledge Spanish’s pluricentric nature from the earliest stages of45

data annotation. To that end, the subsequent section delves into the pluricentric status of46

Spanish, synthesizing key sociolinguistic insights that support our argument for adopting a47

community-focused approach to fostering cultural adequacy in NLP.48

2 The Pluricentric Status of Spanish49

The pluricentric nature of a language is directly related to its standard variety, as pluricentric50

languages have multiple centers from which standards emerge (Maldonado Cárdenas, 2012).51

Pöll (2021) observes that Spanish presents a unique case, as the Royal Spanish Academy52

historically sought to impose a single standard. However, the independence movements53

in Latin America triggered ongoing debates about what constitutes “correct” or “proper”54

Spanish. In this regard, Coseriu (1990) proposes the following distinction: a form can be55

CORRECT if it is accepted only within the context of a given situation or EXEMPLARY if it is56

perceived as the standard. This implies that a CORRECT form (e.g., Mexico: pior) would be57

rejected in situations where the EXEMPLARY form (e.g., Mexico: peor) is valid. Of the different58

approaches to Spanish’s pluricentric nature, we align with Bierbach (2000) perspective, as it59

recognises each Spanish-speaking nation as a distinct center of linguistic standardization.60

In other words, each of those nations has their own EXEMPLARY forms. Building upon this61

proposition, Maldonado Cárdenas (2012) conducted a study using data collected through62

surveys and interviews with different speakers. As a result, the following groups were63

identified:64

1. Pan-Hispanic forms (exemplary in Spain and America4)65

2. Pan-American forms (exemplary only in Spanish-speaking America)66

3. Forms with widespread prestige in America67

4. National forms (exemplary in a single country)68

The participants were five natives of nine Spanish-speaking countries (i.e., 45 participants in69

total). Key inclusion criteria included a university degree and the place of residence, which70

had to coincide with the country of origin. Maldonado Cárdenas (2012) study confirms the71

presence of forms with national, regional and supraregional validity.72

4In Spanish-language literature, “America” is used to denote the continent as a whole (i.e., North,
Central, and South America).
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Figure 2: Overview of the main steps in our proposed framework.

2.1 Culture and Adequacy73

Adequacy has to be seen in relation to action; something is adequate in relation to the purpose74

of what is done. Adequacy is thus a relation between means and purpose, and is thereby75

process-oriented (Reiss, 1983). In the case of language, adequacy can be understood as76

a relation between the communicative purpose and the chosen linguistic means. This77

highlights the process-oriented nature of language production, where speakers, driven by78

culturally shaped communicative goals, constantly make decisions about lexical choices,79

grammatical forms (e.g., tenses, moods), and other linguistic features to effectively convey80

their intended meaning.81

Drawing from the definitions outlined in Sec. 2 and extending the concept of adequacy, we82

argue that the degree to which something is culturally adequate is related to the exemplarity83

of the lexical and grammatical forms.84

3 Proposed Annotation Framework85

The creation of a diverse data source is a crucial step towards our long-term objective of86

ensuring the inclusion of all Spanish variations in NLP research and applications. Drawing87

upon the insights presented in Section 2, we argue that the key to a diverse data collection88

and annotation process relies on the active involvement of experts and native speakers from89

different Spanish-speaking countries. A logical first step is replicating Maldonado Cárdenas90

(2012)’s study on a larger scale, increasing participant diversity and geographical coverage.91

The proposed framework, illustrated in Figure 2, consists of four steps:92

Crowdsourcing for data collection. A foundational step in launching an inclusive NLP93

campaign is actively involving the target community in the data collection process. While94

crowdsourcing offers access to a diverse pool of annotators, ensuring truly representative95

data requires strategic collaboration with established communities within the relevant96

linguistic domains. To achieve this, we propose to engage with research groups and well-97

established Spanish-speaking NLP communities. One such community is SomosNLP5, with98

thousands of social media followers and an active Discord server with 2,000 members who99

frequently participate in open-source multilingual initiatives. Other relevant, active groups100

include KHIPU6, a biannual AI conference held in Latin America, and the National Center101

of AI in Chile (CENIA). To incentivize participation and foster collaboration, we propose102

simple yet significant public recognition. For example, offering them visibility through logo103

inclusion in our acknowledgements and actively seeking their input on key project deci-104

sions. Broad community participation is crucial for ensuring comprehensive representation105

across the Spanish-speaking world. Consequently, meticulous documentation of annotator106

origin (country/region) is crucial for data collection. Unlike Maldonado Cárdenas (2012)107

participant criteria, we believe that it is necessary to consider individuals with varying108

levels of formal education. Thus, we propose to expand outreach efforts to include schools,109

5https://somosnlp.org
6https://khipu.ai
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Dataset Spanish Subset Size Spanish-speaking Countries
BLEnD (Myung et al., 2024) 40k QA pairs ES, MX
INCLUDE (Romanou et al., 2024) 550 QA pairs PE, ES
Global MMLU (Singh et al., 2024a) 14k QA pairs BO, HN, MX, PE, +
CVQA (Romero et al., 2024) 10k QA pairs AR, CO, CL, EC, ES, MX, UY
Kaleidoscope (Salazar et al., 2025) 1.5k QA pairs AR, CO, ES
Aya Collection (Singh et al., 2024b) 4.5M pairs Unknown
#Somos600M (Grandury, 2024) 2.3M pairs AR, ES, CL, CO, CR, MX, PE, PY, VE
FineWeb2 (Penedo et al., 2025) 54k annotations Unknown

Table 1: Size and Spanish-speaking countries represented in each dataset, combining the
information from the corresponding papers and datasets available on the Hugging Face
Hub.

companies, and public institutions. Fair compensation for annotators is essential. Options110

may include co-authorship and/or financial incentives where possible.111

Synthetic data generation. In Maldonado Cárdenas (2012)’s study, participants were shown112

different linguistic forms and asked to select the one they considered exemplary. We propose113

the implementation of a similar approach by leveraging the generative capabilities of114

LLMs to synthesize a comparable dataset. Alternatively, everyday scenario-based dialogue115

generation can be used to create a culturally diverse dataset. This proposal better aligns116

with the fact that cultural adequacy is reflected in everyday activities and is closely tied117

to the ability to clearly understand or communicate a specific purpose (Reiss, 1983). This118

technique has prior applications in NLP, particularly in chat dialogue (Li et al., 2022) and119

commonsense reasoning (Ostermann et al., 2018; 2019).120

Annotation plan. Since the study of cultural adequacy addresses a sociolinguistic phe-121

nomenon, it is essential to consider an interdisciplinary team of experts. Researchers from122

NLP, linguistics, and social sciences should join efforts in prompt engineering, structuring123

the annotation guidelines and planning the corresponding annotator training.124

Exemplary data validation. Evaluation is one of the most critical and challenging aspects of125

this framework. Determining whether a given linguistic form is “exemplary” does not have126

an absolute ground truth. While geographic dialect dictionaries and glossaries can serve127

as references, ultimately, what is considered exemplary is a community-driven decision.128

Our proposal considers implementing Maldonado Cárdenas (2012)’s validation approach,129

which involves analyzing the frequency of words and phrases deemed exemplary within130

corpora of texts from the corresponding countries such as Española (2024); de Henares:131

Universidad de Alcalá (2024).132

4 Dataset Overview133

Over the past year, we have seen a growing interest in the creation of multicultural datasets,134

which are usually the product of international and cross-institutional collaborations. In135

Table 1 we summarise the most notable ones. BLEnD is a multiple-choice question answer-136

ing (MCQA) benchmark focused on everyday knowledge representing 16 regions and 13137

languages, INCLUDE is a benchmark composed of a collection of MCQA exams with a138

focus on culture covering 41 languages, Global MMLU is a machine-translated version of139

MMLU to 42 languages and annotated with cultural information, CVQA is a multimodal140

MCQA benchmark showcasing everyday situations and covering 39 country-language pairs,141

Kaleidoscope is a multimodal MCQA benchmark derived from exam questions covering142

18 languages and 14 subjects, Aya is an instructions dataset covering 65 languages (71143

including dialects and scripts), #Somos600M is an instructions dataset in Spanish covering 9144

countries created by the teams of a hackathon, and FineWeb2 is a multilingual collection of145

texts annotated by educational level. Here, we compare these data collection efforts across146

several dimensions, evaluating their approach to representing Spanish linguistic variation147

and their utility to promote culturally adequate NLP.148
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Community engagement. Most campaigns prioritize native or fluent speakers, but the149

extent of community involvement varies. The team behind INCLUDE launched an open call150

for contributions while actively engaging with linguistic groups and regional associations.151

Similarly, Aya, FineWeb2, Kaleidoscope, and #Somos600M embrace a fully community-152

driven approach, encouraging open contributions, particularly from native speakers within153

the CohereForAI open-science7, Hugging Face8, and SomosNLP communities. Global154

MMLU, on the other hand, includes both professional and community translators, but the155

level of participation varies across languages, limiting the potential for consistent cultural156

representation. BLEnD collects contributions from professional native speakers, and CVQA157

was created through a network of personally invited international research groups.158

Demographic reporting. Among the analyzed campaigns, CVQA, BLEnD and Aya provide159

the annotators’ age and gender. Additionally, CVQA includes the annotators’ country of res-160

idence and country of origin. BLEnD also reports their residence duration and educational161

level. Aya does not disclose more of the demographic information they collected. #So-162

mos600M publishes the gender and country of origin of the contributors, disclosed by each163

team. However, GlobalMMLU, Kaleidoscope, INCLUDE, and FineWeb2 lack demographic164

reporting, making it difficult to assess the representativeness of their data.165

Spanish variations. A significant limitation across these datasets is the underrepresenta-166

tion of Spanish linguistic diversity, often limited to a few countries or lacking clear origin167

information for contributions. Aya acknowledges regional diversity in its language con-168

tributions but does not provide a precise breakdown of the countries involved. Similarly,169

Global MMLU hired professional translators for Spanish without reporting which dialectal170

variations were covered. FineWeb2 incorporates Spanish, regional dialects, and indigenous171

languages, but lacks information on the origin of Spanish-speaking contributors. INCLUDE,172

CVQA, Kaleidoscope, and #Somos600M provide the country of origin per sample, annotated173

by the community data contributors.174

Compensation and incentives. We find two compensation models: academic recognition175

and direct monetary incentives. CVQA, INCLUDE, and Kaleidoscope recognize contributors176

through paper co-authorship, and Aya only acknowledges contributors. BLEnD provides177

monetary compensation, though details are vague beyond a minimum payment threshold.178

Global MMLU compensates professional translators but does not offer remuneration to179

community collaborators, potentially creating disparities in data quality across languages.180

#Somos600M provides access to computing, acknowledgements and support to publish a181

paper, in addition to prizes for the best projects. FineWeb2 does not provide information182

about its compensation strategy.183

Data quality and evaluation. In BLEnD, there is at least one author who is a native speaker184

of the language and originally from the country/region represented. For INCLUDE and185

Kaleidoscope, each community volunteer who processed an exam was held accountable186

for its quality. FineWeb2 named “Language Leads” to support the community volunteers187

and ensure the quality of the annotations. The projects presented to #Somos600M were188

evaluated by a jury. The other dataset papers do not disclose information about their data189

validation process.190

5 Conclusion191

While Spanish is not typically considered a low-resource language in NLP, existing resources192

often exhibit significant gaps in their coverage of the diverse linguistic variations found193

across the Spanish-speaking regions. As LLMs are increasingly used to create synthetic194

evaluation datasets (Zhao et al., 2024), it is essential to ensure their cultural adequacy.195

This paper argues that NLP research must explicitly acknowledge the pluricentric nature196

of Spanish and actively incorporate strategies to account for this linguistic diversity. We197

hope that the framework and dataset overview presented help guide future efforts towards198

developing more inclusive and representative NLP resources for Spanish.199

7https://cohere.com/research/open-science
8https://huggingface.co

5

https://cohere.com/research/open-science
https://huggingface.co


Under review as a conference paper at COLM 2025

Limitations200

Multilinguality in LATAM. The framework proposed in this paper focuses on Spanish,201

a pluricentric language with well-documented geographic variation. However, our long-202

term aim is to represent the diversity of the whole Latin American community. In this203

region, Spanish is the predominant language but it coexists with other pluricentric Romance204

languages (i.e., Portuguese and French) and indigenous languages (e.g., Quechua, Guaranı́,205

Maya, Aimara, and Náhuatl). Extending this methodology to other pluricentric languages206

might need additional adaptation. In particular, tailoring to each sociolinguistic context the207

annotation guidelines, data collection strategies, reach to local communities, and evaluation208

criteria to align with language-specific cultural norms.209

Existing linguistic resources. In this work, we mention some existing resources created by210

experts in linguistics and sociology, such as dictionaries and glossaries. However, we did211

not provide an exhaustive list, nor delve deeply into their potential applications within NLP.212

Future work should explore how these resources can be systematically integrated into NLP213

methodologies to enhance cultural adequacy assessments.214

Community representation. Although we emphasize the need for broad community215

participation, there are inherent challenges in ensuring truly representative data collection.216

We plan to implement this methodology and refine it with our experience, sharing key217

takeaways and recommendations with the broader community to improve data collection218

campaigns.219

Subjectivity in annotation. Assessing cultural adequacy and linguistic exemplarity in-220

volves subjective judgments influenced by annotators’ personal experiences, educational221

background, and exposure to different dialects. Our current proposal does not discuss how222

to take into account these factors in the annotation process. An important point to keep in223

mind is the disagreement between annotators, which should be expected and treated as a224

valuable signal rather than an error.225

Ethics Statement226

Value human contribution to AI. NLP models and applications rely heavily on human227

labor, including data annotation and linguistic expertise. Our framework explicitly values228

and incorporates contributions from native speakers and domain experts, ensuring that229

human input remains central. Our proposal recognizes that fairly compensating human230

contributors, which is essential in preventing the devaluation of their labor under the guise231

of AI-driven automation.232

AI cannot solve all societal problems. AI is often framed as a solution to complex societal233

issues, but it cannot, by itself, resolve systemic problems such as linguistic discrimination234

or cultural erasure. While our framework contributes to a better representation of Spanish235

varieties, it does not eliminate the broader socio-political challenges that impact language236

use and recognition.237

Synthetic data generation. The success of the framework relies on the availability of high-238

quality, diverse textual data. Utilizing LLMs for synthetic data generation allows for the239

creation of the intended extensive dataset. However, it presents its own risks, including240

reinforcement of existing biases in the models and overrepresentation of standardized241

linguistic forms at the expense of less-documented variations.242
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Alcalá de Henares: Universidad de Alcalá. Corpus del proyecto para el estudio sociol-261
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