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Abstract

Punctuation plays a vital role in structuring meaning, yet current models1

often struggle to restore it accurately in transcripts of spontaneous speech,2

especially in the presence of disfluencies such as false starts and backtrack-3

ing. These limitations hinder the performance of downstream tasks like4

translation, text-to-speech, summarization, etc. where sentence boundaries5

are critical for preserving quality. In this work, we introduce Cadence, a6

generalist punctuation restoration model adapted from a pretrained large7

language model. Cadence is designed to handle both clean written text and8

highly spontaneous spoken transcripts. It surpasses the previous state-of-9

the-art in performance while expanding support from 14 to all 22 Indian10

languages and English. We conduct a comprehensive analysis of model11

behavior across punctuation types and language families, identifying per-12

sistent challenges under domain shift and with rare punctuation marks.13

Our findings demonstrate the efficacy of utilizing pretrained language14

models for multilingual punctuation restoration and highlight Cadence’s15

practical value for low-resource NLP pipelines at scale.16

1 Introduction17

Punctuation plays a vital role in written language, offering syntactic structure, semantic18

clarity, and pragmatic cues such as pauses, emphasis, and sentence boundaries. However,19

text generated by Automatic Speech Recognition (ASR) systems or large-scale web crawls20

often lacks punctuation (Bhogale et al., 2025). This absence impairs readability and de-21

grades the performance of downstream NLP tasks like Machine Translation (MT) and Text22

Summarization.23

While punctuation restoration has progressed for high-resource languages like English (De-24

vlin et al., 2019), Indic languages face substantial hurdles. These include scarcity of anno-25

tated corpora, especially for low-resource languages, and linguistic complexity with diverse26

scripts, grammars, and unique marks like the Devanagari danda. Prior efforts were often27

limited in language or punctuation scope, or used non-scalable, language-specific models,28

hindering cross-lingual generalization, particularly for under-represented languages (Gupta29

et al., 2022).30

To address this gap for Indic languages, we introduce Cadence, a robust multilingual31

punctuation restoration model. First, we construct a large and diverse fine-tuning corpus32

from multiple sources, including Sangraha-verified (Khan et al., 2024), IndicVoices (Javed33

et al., 2024), translated Cosmopedia (Ben Allal et al., 2024), and IndicCorp-v2 (Doddapaneni34

et al., 2023), to cover both formal written text and ASR transcripts while balancing linguistic35

representation. Second, we adapt a Gemma-1B model into a bidirectional transformer36

using a Masked Next Token Prediction (MNTP) objective (BehnamGhader et al., 2024).37

This allows for efficient, non-autoregressive sequence tagging over a fine-grained set of 3038

punctuation classes, including Indic-specific symbols. Cadence supports English and all 2239

scheduled languages of India, achieving new state-of-the-art performance that surpasses40

existing baselines. We release our model to empower downstream NLP tasks like machine41

translation and speech processing, particularly for under-resourced Indic languages. Our42

contributions include this carefully curated multilingual corpus and the adapted Gemma-43
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Gemma-1B: Unidirectional to
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STAGE 2: Pre-training

Masked Next Token
Prediction

Dataset: Fineweb-2

L = – P(w3 | w1, w2, [M], w4)

STAGE 3: Fine-Tuning

Gemma 1B: Bidirectional attention

Input: Wow that was
amazing isn't it

Ouput: Wow, that was
amazing, isn't it?

Dataset:
Sangraha Verified,

Cosmopedia, 
IndicVoices, 
Indic Corp V2

Punctuation Restoration

Figure 1: Overview of our training methodology. Stage-1: Modify causal attention to
bidirectional attention. Stage-2: Pre-train with Masked Next Token Prediction Objective.
Stage-3: Train for punctuation restoration, as a token-level classification task. Figure inspired
from BehnamGhader et al., 2024.

based model, which offers a powerful and scalable solution for comprehensive punctuation44

restoration.45

Cadence supports English and all 22 scheduled languages of India: Assamese, Bengali,46

Bodo, Dogri, Gujarati, Hindi, Kannada, Kashmiri, Konkani, Maithili, Malayalam, Manipuri,47

Marathi, Nepali, Odia, Punjabi, Sanskrit, Santali, Sindhi, Tamil, Telugu, and Urdu.48

In summary, our key contributions are: (i) the creation of an extensive multilingual Indic49

punctuation corpus, carefully curated from diverse sources to address data scarcity and50

improve linguistic representation for low-resource languages and (ii) we present an adapted51

Gemma3-based model, transformed into an efficient bidirectional sequence tagger via52

an MNTP objective, capable of restoring a comprehensive set of 30 punctuation classes,53

including Indic-specific symbols and common combinations.54

2 Related Work55

Punctuation Restoration in Machine Translation and Speech Translation: Punctuation56

restoration (PR) is a crucial preprocessing step for machine translation (MT) and speech57

translation (ST). In MT, punctuation provides essential segmentation and syntactic cues58

vital for translation quality (Vandeghinste et al., 2018); its absence degrades translations.59

The impact is greater in ST, where unpunctuated Automatic Speech Recognition (ASR)60

transcripts hinder segmentation crucial for real-time systems and data alignment (Javed61

et al., 2024; Sankar et al., 2025).62

Punctuation Restoration for Indic Languages: Indic languages present unique PR chal-63

lenges due to linguistic diversity and specific punctuation conventions. Early efforts were64

often monolingual, limiting scalability and cross-lingual transfer (Tripathy & Samal, 2022;65

Gupta et al., 2022). Gupta et al. (2022) introduced IndicPunct, a multilingual transformer66

model for 14 Indian languages. While effective on formal text, IndicPunct faced limitations67

with spontaneous speech transcripts and a restricted punctuation set. These shortcomings68

highlight the need for more robust, generalist models for Indic languages, especially for69

spontaneous speech.70

Resources and Models for Punctuation Restoration: State-of-the-art PR systems often use71

BERT-style token classifiers (Gupta et al., 2022; Guhr et al., 2021), with Large Language72

Models (LLMs) recently gaining traction (Sankar et al., 2025). Earlier models, trained73

mainly on clean written text, struggle with disfluent spontaneous speech, impairing real-74
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world ASR and ST applications. A key bottleneck is the scarcity of large, high-quality,75

punctuation-annotated corpora reflecting speech characteristics. While large multilingual76

text corpora like those by (Penedo et al., 2024; Doddapaneni et al., 2023) support training77

for diverse Indic languages, they mostly contain formal or web text. Resources such as78

IndicVoices (Javed et al., 2024), though unpunctuated, reveal stylistic phenomena PR models79

must address. However, non-autoregressive, generalist PR models for Indic languages80

that support large label sets and are robust across written and spoken styles remain rare.81

Cadence addresses this gap with a scalable, multilingual, LLM-based approach for varied82

domains and languages.83

3 Methodology84

3.1 Data Strategy for Multilingual Punctuation Restoration85

Our methodology is founded on a two-pronged data strategy, employing distinct, large-scale86

corpora for the continual pre-training and task-specific fine-tuning phases.87

Pre-training Data Corpus: For continual pre-training, we use large multilingual web88

corpora. This provides the model with broad exposure to general-domain text, helping it to89

build foundational representations that are adaptable across diverse linguistic contexts and90

writing styles.91

Fine-tuning Data Amalgamation: For task-specific fine-tuning, we constructed a substantial92

and heterogeneous dataset by amalgamating text from numerous sources with varied93

domains and styles. This corpus intentionally includes both formal written text and less94

structured transcripts of spontaneous speech. The inclusion of spoken language data, with95

its characteristic disfluencies and fragmented syntax, is crucial for ensuring the model is96

robust and performs well on a wide spectrum of real-world inputs.97

3.2 Model Training and Adaptation98

The model undergoes a multi-stage training process, starting from a pre-trained foundation,99

followed by continual pre-training for domain and multilingual adaptation, and culminating100

in task-specific fine-tuning.101

3.2.1 Model Architecture Adaptation102

We begin with a foundation pre-trained transformer-based language model. Standard103

autoregressive language models are typically designed for unidirectional text generation,104

processing context only from preceding tokens. However, for sequence tagging tasks like105

punctuation restoration, where understanding the surrounding context is crucial, bidirec-106

tional information flow is highly beneficial. Therefore, we adapt the model’s attention107

mechanism to be fully bidirectional enabling a richer contextual understanding necessary108

for accurate punctuation prediction during subsequent training stages.109

3.2.2 Continual Pre-training for Enhanced Representation110

To further adapt the bidirectionally-modified model for the nuances of the diverse linguistic111

landscape it will encounter and to better prepare it for the sequence tagging nature of the112

punctuation restoration task, we perform a dedicated phase of continual pre-training.113

Masked Next Token Prediction Objective: We employ a Masked Next Token Prediction114

(MNTP) objective (BehnamGhader et al., 2024). In this setup, the model is trained to predict115

a masked token at position i + 1 using the contextual representation of the token at position116

i.117

Crucially, the model employs bi-directional attention. This means the representation of118

token i (which serves as the basis for predicting token i + 1) is itself informed by the entire119

unmasked sequence, including tokens both preceding and succeeding token i. Despite120
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access to this broader context, the objective’s design hones its ability to learn strong local121

dependencies between adjacent tokens; a skill highly relevant for punctuation prediction.122

Curriculum Learning for Multilingual Adaptation: Given the significant variation in123

data availability (ranging from high-resource to low-resource languages) and the diverse124

linguistic characteristics across the target languages, we adopt a curriculum learning strategy125

during continual pre-training:126

1. Foundation Phase: Training initially focuses on a high-resource language (a lan-127

guage with abundant available training data) to establish robust foundational128

representations.129

2. Expansion Phase 1 (Mid-to-High Resource): The model is then exposed to a group130

of mid-to-high-resource languages. This phase allows the model to begin generaliz-131

ing across related linguistic structures and benefit from these larger datasets.132

3. Expansion Phase 2 (Low Resource): Subsequently, lower-resource languages are133

introduced. This step encourages knowledge transfer from the more data-rich lan-134

guages learned in previous phases, which is critical for achieving good performance135

on languages with scarce data.136

4. Consolidation Phase: Finally, the model is trained on a mixture of data from all137

the considered languages. This phase aims to consolidate learning across the entire138

linguistic spectrum and mitigate potential catastrophic forgetting of earlier-learned139

languages or features.140

3.2.3 Task-Specific Fine-tuning for Punctuation Restoration141
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Figure 2: Statistics of our training corpus, showing the
number of entries available for each supported language,
represented in thousands.

The final stage fine-tunes the model142

specifically for punctuation restoration.143

We frame this as a token-level sequence144

classification task, where for each to-145

ken in an unpunctuated sequence, the146

model predicts the punctuation mark147

that should follow it (or a special ”O”148

label for no punctuation). For this, the149

original language modeling head is re-150

placed with a linear classification layer.151

To address data imbalance in the fine-152

tuning corpus, we employ a weighted153

sampling strategy that oversamples154

data from low-resource languages, pro-155

moting more equitable learning and ro-156

bust performance across all target lan-157

guages.158

4 Experimental Setup159

This section outlines the datasets, training procedures, and evaluation metrics used to160

develop and assess Cadence.161

4.1 Datasets162

The development of Cadence relies on carefully curated datasets for both its continual163

pre-training and task-specific fine-tuning phases, ensuring broad linguistic coverage and164

exposure to diverse text styles.165
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Label ID Punctuation
Mark Instances

1 . 8,916k
2 , 12,777k
3 ? 531k
4 - 2,949k
5 ; 308k
6 _ 183k
7 ! 675k
8 ’ 1,720k
9 … 28k
10 “ 1,057k
11 । 10,002k
12 ( 1,697k
13 ) 1,235k
14 : 1,159k
15 ٬ 377

Label ID Punctuation
Mark Instances

16 ۔ 1,537k
17 ؟ 72k
18 .“ 89k
19 ). 66k
20 ), 118k
21 “, 10k
22 “. 10k
23 ?” 41k
24 ”? 578
25 ।” 100k
26 ”। 14k
27 ، 875k
28 ᱾ 203k
29 ॥ 420k
30 ᱾। 86k

1

Table 1: Breakdown of supported punctuation marks, their internal Label IDs, and the
number of instances for each in our training corpus, represented in thousands. For language
wise breakdown, refer to Appendix A.

4.1.1 Pretraining Dataset166

We source pretraining data from the Indic subset of FineWeb-2 (Penedo et al., 2024). This167

high-quality, multilingual web corpus provides broad coverage across the Indian linguistic168

landscape, a result of its web-scale collection and rigorous filtering.169

4.1.2 Fine-tuning Datasets for Punctuation Restoration170

To fine-tune our model effectively, we constructed a multilingual training corpus by ag-171

gregating data from four diverse sources, each contributing complementary strengths.172

Sangraha-Verified provides high-quality, accurately punctuated formal text (Khan et al.,173

2024); IndicVoices-ST offers punctuated transcripts of spontaneous speech, capturing spo-174

ken language patterns (Sankar et al., 2025); the Translated Cosmopedia dataset introduces175

syntactically varied, structured knowledge content (Ben Allal et al., 2024); and IndicCorp-v2176

contributes wide-domain natural language text with rich punctuation usage (Doddapaneni177

et al., 2023). This combination ensures broad linguistic coverage and stylistic diversity.178

Dataset composition and statistics are detailed in Figure 1.179

4.2 Training Details180

In this section we elucidate the training details including model architecture, pretraining181

and finetuning details and evaluation setup.182

4.2.1 Model Architecture183

We adopt GEMMA3-1B-PRETRAIN (Team et al., 2025) as our base model. Although Gemma184

was originally designed as a causal decoder for text generation, punctuation restoration185

benefits from access to bidirectional context. We modify the GEMMA-3-1B’s attention186

mechanism to attend to both left and right contexts, thus making it bidirectional.187

4.2.2 Continual Pretraining188

Curriculum Learning Strategy: Given the wide variation in data availability and linguistic189

structure across Indic languages, we employ a four-phase curriculum learning strategy:190

Phase 1: English only – Initializes the model with a high-resource language to establish stable191

representations. masking ratio was set to 0.30.192
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Language
Number of

Samples
Cadence (Ours) IndicPunct DMP

Formal Extempore S IC C BPCC IV S IC C IV IC BPCC

Nepali 1,111 954 0.69 0.78 – – 0.51 x x x x x x
Bengali 1,499 1,447 0.54 0.72 0.84 – 0.60 0.30 0.54 0.20 0.42 x x
Marathi 1,786 1,216 0.73 0.74 0.82 – 0.56 0.21 0.35 0.22 0.49 x x
Malayalam 1,532 1,270 0.67 0.74 0.77 – 0.69 0.29 0.43 0.22 0.41 x x
Hindi 1,669 1,273 0.61 0.76 0.84 – 0.65 0.34 0.5 0.23 0.46 x x
Urdu 1,562 1,252 0.65 0.72 0.64 – 0.74 x x x x x x
Tamil 1,447 1,369 0.65 0.72 0.78 – 0.59 0.25 0.58 0.20 0.44 x x
Telugu 1,451 1,308 0.76 0.74 0.80 – 0.54 0.23 0.4 0.19 0.32 x x
Kannada 1,473 1,165 0.60 0.79 0.77 – 0.61 0.25 0.45 0.19 0.41 x x
Assamese 1,426 1,275 0.71 0.76 0.81 – 0.60 0.30 0.48 0.24 0.48 x x
Odia 1,341 1,723 0.72 0.77 0.68 – 0.72 0.28 0.44 0.20 0.38 x x
Punjabi 1,424 1,322 0.70 0.71 0.69 – 0.48 0.36 0.43 0.32 0.51 x x
Gujarati 1,479 1,063 0.58 0.64 0.80 – 0.54 0.19 0.33 0.19 0.34 x x
English 1,035 – – 0.54 – 0.63 – x x x x 0.54 0.50

Sanskrit 1,118 983 0.23 0.51 – 0.43 0.35 x x x x x x
Sindhi 1,277 947 0.52 0.50 – 0.33 0.37 x x x x x x
Santali 443 575 – 0.79 – – 0.37 x x x x x x

Maithili 984 998 0.64 0.73 – 0.50 0.40 x x x x x x
Konkani 994 993 0.78 0.61 – 0.32 0.37 x x x x x x
Bodo 1,057 860 – 0.75 – 0.42 0.29 x x x x x x
Kashmiri 1,259 981 – 0.66 – 0.52 0.33 x x x x x x
Dogri 919 995 – 0.52 – 0.42 0.30 x x x x x x
Manipuri 1,074 – – – – 0.44 – x x x x x x

Overall 29,360 23,969 0.68 0.76 0.78 0.45 0.60 0.31 0.54 0.26 0.54 0.54 0.50

Table 2: Comparison of Punctuation Restoration Model Performance Across Languages and
Metrics. An x indicates that the model does not support the given language. A – indicates
that results are unavailable due to insufficient high-quality data samples. All scores are
reported on Focus Labels for consistency and comparability, when evaluated on the test set.
The languages are sorted in descending order by the number of samples in their training set
and then divided into three categories: high-resource, mid-resource, and low-resource.

Phase 2: High- and mid-resource Indic languages – Introduces 13 languages, which includes193

Hindi, Telugu, Tamil, Bengali, Malayalam, Marathi, Kannada, Gujarati, Assamese, Oriya,194

Punjabi, Sindhi, Urdu. 0.25 masking ratio was employed.195

Phase 3: Low-resource Indic languages – Adds the languages: Bodo, Dogri, Konkani, Kashmiri,196

Maithili, Manipuri, Nepali, Sanskrit, Santali, encouraging generalization. Masking ratio197

was 0.15.198

Phase 4: Mixed multilingual training – We train on all 23 languages (22 Indic languages +199

English) for the final 10% of steps to consolidate knowledge and mitigate catastrophic200

forgetting. 0.25 masking ratio was used.201

This staged progression allows the model to incrementally adapt to increasing linguistic202

diversity while maintaining stability across training phases.203

4.2.3 Finetuning204

The label set, described in Table 1, covers standard English punctuation, Indic-specific and205

Urdu-script marks, and frequent multi-character combinations. This setup enables the206

model to capture stylistic and orthographic variation across languages and domains.207

We trained Cadence using the AdamW optimizer (Loshchilov & Hutter, 2017) with a max208

learning rate of 2e − 4 with 10% of the training steps as warmup followed by a cosine decay209

to 1e − 6. The effective batch size was 64 and the model was trained on 8×H100 GPUs for 8210

hours.211
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4.3 Evaluation212

Test Set: We held out a test set from IndicCorp-v2, Sangraha-Verified, translated Cosmo-213

pedia, and IndicVoices (spontaneous speech), supplemented with the BPCC dataset (Gala214

et al., 2023). Since some portions of this data are machine-generated, we implemented a rig-215

orous quality control process. Manual verification is prohibitively costly and time-intensive,216

especially for low-resource languages where expert evaluators are scarce. Therefore, we217

employed Google’s Gemini 2.5 Flash model as an automated judge. Using a rubric-based218

prompt (Appendix C) to assess grammatical correctness and contextual appropriateness,219

each instance was assigned a quality score from 1 to 5. Only examples scoring 4.5 or higher220

were retained, ensuring our final benchmark is diverse and meets a high-quality standard.221

Evaluation Metric: We evaluate performance using the Average Macro F1 score. This222

metric computes the F1 score for each punctuation class independently and then averages223

them, giving equal weight to each class. This is ideal for handling the imbalanced class224

distributions common in punctuation restoration.225

Baselines: We compare Cadence with two key baselines: (i) IndicPunct (Gupta et al., 2022): A226

series of language-specific models based on IndicBert, supporting a limited set of languages227

and punctuation marks (sentence-end, question mark, comma). (ii) Deepmultilingualpunctua-228

tion (DMP) (Guhr et al., 2021): A model trained on European languages, which we use as a229

baseline for English. It also supports a limited label space (period, question mark, comma,230

hyphen, colon).231

Since these baselines support different and more limited sets of punctuation, we established232

a common set of “focus labels” for fair comparison. This set includes the period (.), comma233

(,), colon (:), question mark (?), and script-specific marks such as the Devanagari danda,234

Urdu full stop, and Santali mucaad.235

5 Results236

This section evaluates Cadence’s performance. We first compare its efficacy on a defined237

set of “focus labels” versus all supported punctuation labels, alongside a comparison238

with baseline models. We then analyze its performance across formal written text and239

spontaneous extempore transcripts. This is followed by an examination of the relationship240

between training data volume and performance, and finally, its generalization capabilities241

to unseen languages.242

5.1 Performance on Focus vs. All Labels and Baseline Comparison243

Cadence demonstrates strong performance on critical punctuation, achieving an F1 score244

of 0.79 on written text and 0.62 on spontaneous speech for ”focus labels” (Table 3). As245

expected, performance on the full set of 30 supported labels is lower, reflecting the in-246

creased complexity of predicting rarer and more stylistic marks. Crucially, Cadence sub-247

stantially outperforms existing baselines across all evaluated datasets (Table 2). On the248

large-scale IndicCorp-v2, it achieves an F1 of 0.76, a significant leap from the 0.54 score of249

both IndicPunct and DeepMultilingualPunctuation. Similar gains are observed on Sangraha-250

Verified (0.68 vs. 0.31) and Translated Cosmopedia (0.78 vs. 0.26). It also surpasses baselines251

on noisier speech data from IndicVoices (0.60 vs. 0.54) and the English BPCC dataset (0.63252

vs. 0.50). Unlike the baselines, Cadence’s support for a wide range of Indic languages253

demonstrates its broader utility and scalability.254

5.2 Performance on Formal Written Text vs. Extempore Transcripts255

Cadence consistently performs better on formal written text than on spontaneous speech256

transcripts. For ”focus labels,” the overall F1 score is 0.79 for written text versus 0.62 for257

speech (Table 3). This gap is expected, as spontaneous speech is characterized by greater258

syntactic irregularity, fragmented constructions, and disfluencies, making punctuation259
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Language Written Extempore

All
Labels

Focus
Labels

All
Labels

Focus
Labels

Nepali 0.44 0.73 0.36 0.51
Bengali 0.50 0.70 0.38 0.60
Marathi 0.49 0.82 0.43 0.56
Malayalam 0.51 0.67 0.34 0.69
Hindi 0.49 0.82 0.38 0.65
Urdu 0.46 0.68 0.73 0.76
Tamil 0.50 0.76 0.30 0.59
Telugu 0.53 0.79 0.35 0.54
Kannada 0.45 0.65 0.40 0.61
Assamese 0.53 0.80 0.42 0.60
Odia 0.42 0.71 0.44 0.72
Punjabi 0.45 0.68 0.40 0.48
Gujarati 0.50 0.67 0.43 0.54
English 0.38 0.59 —- —-

Sanskrit 0.21 0.35 0.20 0.35
Sindhi 0.29 0.45 0.24 0.37
Santali 0.58 0.79 0.20 0.37

Maithili 0.36 0.59 0.27 0.40
Konkani 0.36 0.57 0.18 0.37
Bodo 0.38 0.58 0.31 0.29
Kashmiri 0.32 0.57 0.23 0.33
Dogri 0.24 0.42 0.27 0.30
Manipuri 0.26 0.44 —- —-

Total 0.59 0.79 0.45 0.63

Table 3: Cadence: Per-language Macro F1 Scores on Written and spontaneous speech
transcripts test sets, evaluated on all 30 punctuation labels.

prediction inherently more ambiguous. The challenge is compounded by the relative260

scarcity of accurately annotated spontaneous speech corpora for training.261

5.3 Generalization to Unseen and Low-Resource Languages262

We evaluated Cadence’s ability to generalize to languages with little to no fine-tuning263

data. We tested on Bhojpuri text, a language absent from our fine-tuning pipeline, Cadence264

achieved a Macro F1 score of 0.46 on “focus labels.” This demonstrates a promising capability265

for zero-shot adaptation to new languages, likely inherited from the base model’s pre-266

training exposure. Manipuri also served as a low-resource test case, further complicated by267

the need to transliterate it into the Bengali script due to tokenizer limitations. Despite these268

constraints, Cadence achieved a respectable F1 score of 0.44 on “focus labels”, underscoring269

its utility in challenging, data-scarce scenarios.270

5.4 Impact of Punctuations on Downstream Tasks271

To assess the downstream relevance of punctuation, we evaluated its impact on machine272

translation (MT) quality. Using parallel corpora where the target side remains punctuated273

and the source side is either punctuated or unpunctuated, we measured translation per-274

formance across BLEU, and chrF++ metrics. Results, summarized in Table 4, show that275

punctuating the source consistently improves translation quality across both translation276

directions.277

Across both translation directions, the presence of punctuation leads to consistent improve-278

ments in translation quality for all languages and metrics. In the Indic-to-English direction,279

BLEU scores generally increase with punctuation, with larger gains for some languages280

such as Punjabi (14.47 → 26.37) and Bengali (11.60 → 16.91). Improvements in the English-281

to-Indic direction are smaller on average but still positive across most cases. For example,282

Telugu improves from 9.85 to 16.20, and Urdu from 17.72 to 20.83 BLEU. These results283

indicate that punctuation provides useful syntactic cues that MT models can leverage, par-284

ticularly in morphologically rich or word-order flexible languages, reinforcing its utility as a285

preprocessing step for multilingual MT systems.286
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Language Indic to English English to Indic

w/o punct. w/ punct. w/o punct. w/ punct.

Assamese 9.61 / 44.35 16.80 / 50.49 5.43 / 38.40 8.26 / 40.80
Bengali 11.60 / 45.80 16.91 / 48.73 10.07 / 46.52 13.52 / 48.53
Bodo 17.23 / 49.11 22.95 / 53.07 12.49 / 35.43 11.05 / 33.08
Gujarati 12.78 / 45.64 18.86 / 50.64 12.63 / 43.57 20.63 / 48.44
Hindi 15.74 / 49.53 19.37 / 51.95 19.76 / 50.89 19.47 / 49.21
Kannada 9.91 / 44.83 16.39 / 49.85 7.00 / 43.52 13.72 / 49.06
Kashmiri 4.80 / 32.16 7.20 / 33.98 3.22 / 21.40 5.19 / 24.20
Konkani 1.44 / 24.73 2.17 / 28.26 0.68 / 22.97 0.79 / 22.33
Maithili 2.81 / 27.13 4.25 / 30.89 0.85 / 20.25 1.15 / 20.92
Malayalam 8.64 / 44.14 15.53 / 50.02 5.57 / 41.98 13.32 / 48.97
Marathi 12.17 / 46.97 17.84 / 51.41 9.64 / 44.68 12.10 / 45.04
Nepali 8.21 / 34.68 13.52 / 41.71 3.33 / 32.09 4.53 / 32.49
Oriya 8.09 / 41.50 14.21 / 46.78 3.29 / 34.01 5.73 / 36.58
Punjabi 14.47 / 50.67 26.37 / 59.92 15.45 / 46.02 24.82 / 52.55
Sanskrit 1.66 / 26.68 2.37 / 29.11 0.51 / 22.23 0.80 / 23.59
Tamil 9.76 / 44.00 14.74 / 47.96 7.12 / 47.02 14.07 / 53.54
Telugu 9.77 / 43.83 13.98 / 46.02 9.85 / 44.27 16.20 / 49.48
Urdu 12.47 / 48.45 14.91 / 49.23 17.72 / 46.72 20.83 / 49.64

Total 9.51 / 41.34 14.35 / 45.56 8.03 / 37.89 11.45 / 40.47

Table 4: Translation quality for Indic–English directions. Each cell reports BLEU/chrF++
scores evaluated without and with punctuation. The scores with punctuations are statisti-
cally significant (with p-value < 0.05 for either chrF++ or BLEU) for all languages except in
the case of Bodo, Nepali where there is no statistically significant difference between the
scores.

6 Conclusion287

We presented Cadence, a novel multilingual punctuation restoration model for English288

and 22 scheduled Indian languages. By adapting the GEMMA3-1B-PRETRAIN model with289

bidirectional attention and utilizing a curriculum-based continual pre-training strategy290

with MNTP on Indic web data, we successfully created a robust foundation model. Fine-291

tuning this model on a diverse aggregation of datasets with weighted sampling yielded a292

single model capable of handling 23 languages and 30 punctuation types, including Indic-293

specific marks. Our model significantly outperforms existing monolingual baselines across294

various languages, demonstrating the power of multilingual learning and our tailored295

pre-training approach.This achievement highlights the potential of unified multilingual296

models to address linguistic disparities in the realm.297
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Language . , ? - ; _ ! ’ … ” । ( ) : ٬

Assamese 41k 866k 39k 242k 22k 11k 45k 247k 1k 81k 1,034k 84k 64k 65k 0
Bengali 33k 999k 48k 244k 35k 9k 50k 106k 1k 48k 1,469k 115k 91k 61k 0
Bodo 3k 37k 736 14k 187 9 464 27k 0 1k 77k 4k 3k 5k 0
Dogri 81 2k 91 1k 20 1 35 1k 0 77 5k 408 483 254 0
English 986k 1,271k 33k 244k 28k 29k 68k 220k 3k 75k 9 148k 84k 133k 0
Gujarati 1,146k 864k 40k 184k 30k 11k 63k 59k 2k 79k 8k 94k 66k 58k 0
Hindi 92k 1,325k 36k 335k 27k 21k 38k 62k 2k 58k 1,470k 154k 120k 132k 0
Kannada 1,143k 833k 40k 123k 17k 7k 50k 54k 1k 61k 310 81k 53k 47k 0
Kashmiri 5k 62k 353 13k 398 41 139 8k 0 5k 43k 5k 4k 9k 0
Konkani 3k 107k 8k 19k 985 70 12k 13k 0 5k 240k 11k 9k 3k 0
Maithili 6k 136k 6k 61k 2k 221 7k 26k 0 17k 259k 19k 15k 9k 0
Malayalam 1,380k 647k 31k 101k 20k 6k 37k 38k 1k 42k 18 73k 43k 38k 0
Marathi 898k 1,325k 64k 227k 28k 19k 41k 87k 2k 71k 929k 148k 106k 148k 0
Nepali 16k 471k 24k 95k 1k 59 5k 100k 1 11k 1,285k 41k 34k 8k 0
Odia 67k 694k 31k 147k 12k 7k 47k 88k 2k 68k 1,169k 76k 57k 45k 0
Punjabi 164k 904k 28k 253k 16k 9k 51k 312k 2k 80k 836k 101k 72k 59k 0
Sanskrit 25k 154k 10k 162k 9k 6k 8k 89k 0 45k 985k 46k 32k 5k 0
Santali 20k 129k 1k 68k 1k 237 416 6k 0 20k 113k 53k 30k 5k 0
Sindhi 378k 7k 63 29k 119 897 5k 12k 0 42k 0 67k 52k 17k 89
Tamil 1,149k 951k 41k 128k 17k 7k 48k 42k 1k 60k 129 74k 47k 43k 0
Telugu 1,275k 938k 41k 125k 31k 13k 48k 55k 2k 57k 558 91k 62k 61k 0
Urdu 75k 25k 612 114k 2k 20k 44k 56k 2k 116k 13 177k 164k 195k 288

Total 8,916k 12,777k 531k 2,949k 308k 183k 675k 1,720k 28k 1,057k 10,002k 1,697k 1,235k 1,159k 377

1

Table 5: Label Distribution per Language (Part 1: first 15 labels). Counts ≥ 1000 are shown
in thousands (k). Top header row is Label ID, second header row is the corresponding
punctuation mark.

Language ۔ ؟ .” ). ), ”, ”. ?” ”? ।” ”। ، ᱾ ॥ ᱾।

Assamese 0 5 188 95 6k 778 12 4k 47 19k 1k 32 0 0 0
Bengali 9 16 62 63 9k 446 6 1k 25 8k 2k 247 0 0 0
Bodo 0 0 2 2 435 17 0 10 1 431 597 0 0 0 0
Dogri 0 0 0 0 25 0 0 4 0 34 6 0 0 0 0
English 0 1 16k 25k 20k 1k 3k 1k 200 0 0 0 0 0 0
Gujarati 0 0 15k 5k 6k 531 1k 4k 36 36 2 0 0 0 0
Hindi 18 10 173 252 10k 573 42 1k 29 10k 1k 64 0 0 0
Kannada 0 1 10k 4k 6k 445 509 2k 14 3 0 10 0 0 0
Kashmiri 9 2 35 0 969 493 0 68 4 1k 1k 30 0 0 0
Konkani 0 0 8 0 1k 137 0 824 14 1k 964 0 0 0 0
Maithili 0 0 11 0 1k 307 0 846 20 4k 894 6 0 0 0
Malayalam 1 1 8k 4k 8k 482 596 1k 17 0 1 12 0 0 0
Marathi 0 1 10k 11k 13k 533 195 6k 24 3k 731 0 0 0 0
Nepali 0 0 9 0 2k 588 1 182 3 6k 578 3 0 0 0
Odia 0 0 300 238 4k 627 26 5k 44 18k 1k 0 0 0 0
Punjabi 0 2 889 918 6k 636 725 3k 34 16k 530 0 0 0 0
Sanskrit 2 4 150 1 740 190 0 234 21 9k 1k 59 0 420k 0
Santali 0 0 15 0 4k 584 0 90 6 103 255 0 203k 34 86k
Sindhi 10k 12k 4k 1k 94 42 1k 6 1 0 0 373k 0 0 0
Tamil 2 1 10k 6k 6k 510 609 2k 12 1 0 16 0 0 0
Telugu 1 0 10k 5k 6k 466 609 2k 13 2 0 2 0 0 0
Urdu 1,527k 59k 145 355 435 219 67 10 12 0 0 500k 0 0 0

Total 1,537k 72k 89k 66k 118k 10k 10k 41k 578 100k 14k 875k 203k 420k 86k

1

Table 6: Label Distribution per Language (Part 2: second 15 labels). Counts ≥ 1000 are
shown in thousands (k). Top header row is Label ID, second header row is the corresponding
punctuation mark.
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B Prompt used for Punctuation416

The prompt template shown in Figure 3 is engineered to guide Large Language Models417

(LLMs) in the task of punctuation restoration for Indian language text. It begins by defining418

the LLM’s role as a punctuation expert and sets a primary objective: to enhance text419

readability by inserting punctuation marks while strictly preserving the original wording420

and sentence structure.421

The prompt enumerates four critical guidelines for the LLM:422

1. Accuracy: Punctuation must conform to the grammatical rules of the specified input423

language (lang).424

2. Readability: Sentence clarity should be improved using appropriate punctuation425

(e.g., commas, periods, question marks).426

3. Consistency: The punctuation style should align with any provided reference text.427

4. Preservation of Structure: Word order and sentence construction must remain428

unaltered; only punctuation is to be adjusted.429

To accommodate linguistic diversity, particularly the varied sentence terminators across430

Indian languages (e.g., period vs. danda), the prompt requires the input language (lang) and431

its corresponding sentence terminator (terminator) as explicit parameters. Finally, it man-432

dates a structured JSON output with the key ”punctuated text”, ensuring the punctuated433

text is returned in a consistent, machine-readable format. This design facilitates systematic434

generation of punctuated data suitable for training and evaluating punctuation restoration435

models.436
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Prompt for Punctuation Restoration

You are a expert in inserting punctuation.
Please help in adding punctuation to the following text
while strictly preserving the original words and structure.

Enhance readability by inserting only punctuation marks.
Do not modify, add, or remove any words.  

Follow these guidelines:\n\n

1. **Accuracy:** Ensure punctuation is applied correctly
based on the language's grammatical rules.  

2. **Readability:** Improve sentence clarity by inserting
appropriate punctuation marks (commas, periods,
question marks, etc.).  

3. **Consistency:** Follow the punctuation style observed
in the provided reference text.  

4. **Preservation of Structure:** Do not alter word order or
introduce new elements—only punctuation should be
adjusted.  

Reference Information:  
- Language of the text: {lang}  
- Sentence terminator for {lang}: {terminator}  

Output Format:  
Provide only the punctuated text in JSON format with the
structure:  

json
{ "punctuated_text": "Your punctuated text here" }

Figure 3: Prompt For Punctuation Restoration

14
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C Prompt used for LLM as a Judge437

The datasets we have used for training contain web-scraped text (Sangraha-verified, In-438

dicCorpV2) and also synthetically punctuated text (IndicVoices). As a result punctuations439

may not always be correct. Ensuring a high quality test set becomes important to accurately440

assess our model and compare with existing models. We have employed Gemini-2.5-Flash-441

preview-04-17 as a judge to validate our test set. We present the prompt used in Fig.4 below.442

443
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Prompt for using LLM as a Judge

You are an expert proofreader acting as a Multilingual Punctuation Judge. Your task is to first identify the primary
language of the given sentence and then evaluate its punctuation and standard capitalization using the provided

multilingual rubric based on the conventions of that identified language. You are using the capabilities of Gemini for
this task.

**Multilingual Rubric:**

*** Multilingual Punctuation & Capitalization Evaluation Rubric ***

**Preliminary Step: Language Identification**

*   **Identified Language:** [Specify the primary language detected in the sentence]
*   **Confidence:** [High/Medium/Low - How certain are you of the language identification?]

*   **Note:** Evaluation below is based on the standard conventions of the *Identified Language*.

**Evaluation Criteria (Score: 1-5, where 1=Poor, 3=Fair, 5=Excellent based on the identified language's rules)**

1.  **Sentence Termination (Score: 1-5):**

    *   Is appropriate sentence-ending punctuation used (e.g., '.', '?', '!', '。', '؟', '¿...?', '¡...!', etc.) according to the
identified language's standard practice?

    *   Is the type of terminator suitable for the sentence's function (declarative, interrogative, exclamatory) within that
language?

    *   Comment: [Explain based on the language's rules, e.g., "Correct use of period for German.", "Missing Spanish
inverted question mark.", "Full stop used appropriately for Japanese sentence."]

2.  **Intra-Sentence Separation (Commas, Etc.) (Score: 1-5):**

    *   Are commas or other language-specific separators (e.g., '،', '、') used correctly to separate clauses, list items,
introductory elements, etc., according to the identified language's grammatical and stylistic rules?

    *   Are there missing or extraneous separators based on that language's conventions?
    *   Comment: [Explain based on the language's rules, e.g., "Correct comma usage for French clauses.", "Missing
serial comma typical in English lists.", "Arabic comma used correctly.", "Unnecessary comma according to German

rules."]

3.  **Quotation/Speech Marks (Score: 1-5):**

    *   Are quotation marks or guillemets (e.g., "...", '...', « ... », „..." ) used correctly for direct speech, titles, or other
quoted elements according to the standard style of the identified language?

    *   Are they properly paired and nested if applicable?
    *   Is punctuation placed correctly inside/outside the marks according to that language's convention?

    *   Comment: [Explain based on the language's style, e.g., "Correct use of French guillemets with spacing.",
"German quotation mark style applied correctly.", "Punctuation incorrectly placed outside closing quote for American

English.", "Quotation marks not typically used this way in Thai."]

4.  **Contraction/Possessive/Joining Markers (Apostrophes, Hyphens, Etc.) (Score: 1-5):**

    *   Are apostrophes, hyphens, or other language-specific markers used correctly for contractions, possessives,
compound words, case endings, or similar functions *if applicable* in the identified language?

    *   Are common errors (like its/it's in English, or incorrect hyphenation rules) avoided based on the language?
    *   Comment: [Explain based on language rules, or state N/A if the concept/mark isn't used. E.g., "Incorrect use of
apostrophe for English possessive.", "Hyphenation follows German rules.", "Apostrophes not used for possession in

Spanish - N/A.", "Correct use of hyphen for joining words in Dutch."]

5.  **Other Punctuation (Colons, Semicolons, Dashes, Etc.) (Score: 1-5):**

    *   Assess the use of any other punctuation present (e.g., colons ':', semicolons ';', dashes '–'/'—', ellipses '...',
brackets '()'/ '[]') according to the identified language's standard usage.

    *   Are they used appropriately for lists, explanations, pauses, omissions, parentheticals etc., within that
language?

    *   Comment: [Explain based on language rules, e.g., "Colon used correctly before list in English.", "Semicolon
usage is rare but correct here for formal French.", "Dash style inconsistent with Spanish norms."]
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6. **Capitalization (Score: 1-5):**
  *  Is capitalization used correctly according to the identified language's rules? (Consider: Sentence

start, proper nouns, titles, language-specific rules like all nouns in German, etc.)
  *  Comment: [Explain based on the specific capitalization rules of the language, e.g., "Sentence

start capitalized correctly.", "Proper noun 'Paris' capitalized correctly for English/French.", "All nouns
capitalized correctly per German orthography.", "Incorrect capitalization of common noun according

to Spanish rules."]
**Overall Assessment:**

*  **Overall Score (1-5):** [Average or holistic score reflecting adherence to the identified language's
punctuation/capitalization norms.]

*  **Summary:** [Brief summary of the sentence's punctuation quality in the context of the identified
language, highlighting key strengths or weaknesses.]

*  **Corrected Sentence (in the identified language):** [Provide the sentence with corrected
punctuation and capitalization according to the identified language's standard rules. If perfect, repeat

the original sentence.]
**Instructions:**

1. Identify Language: First, determine the primary language of the sentence below.
2. Analyze Sentence: Carefully analyze the sentence provided.

3. Evaluate: Evaluate it strictly based on the criteria in the multilingual rubric, applying the rules and
conventions standard to the *identified language*. Focus *only* on punctuation and standard

capitalization rules relevant to that language.
4. Provide Scores & Comments: Fill in the **Identified Language** and **Confidence**. Then, provide

a score (1-5) and a brief comment for *each* numbered evaluation category in the rubric, justifying
your assessment based on the identified language's norms. Ensure scores are numeric integers (1,
2, 3, 4, 5). If a category is not applicable or perfectly handled by absence (e.g., no quotation marks

needed and none present), assign a score of 5. The JSON response *must* contain numeric integer
scores for calculation.

5. Overall Assessment: Calculate an **Overall Score (1-5)** reflecting the average or holistic quality,
ensure this is also a numeric integer or float.

6. Corrected Sentence: Provide a **Corrected Sentence**.
7. IMPORTANT: Respond *only* with a single valid JSON object. The JSON object must contain keys

corresponding exactly to the rubric sections: "Identified_Language", "Confidence",
"Sentence_Termination", "Intra_Sentence_Separation", "Quotation_Speech_Marks",

"Contraction_Possessive_Joining_Markers", "Other_Punctuation", "Capitalization", "Overall_Score",
"Summary", "Corrected_Sentence". The keys for the numbered evaluation categories must map to an

object {{{{ "Score": "<number>", "Comment": "<string>" }}}}. The Overall_Score must also be a
number. Ensure the entire output is valid JSON starting with {{{{ and ending with }}}}. Do not use

markdown tags ```json or ```.
**Sentence to Evaluate:**

{{sentence}}
**Your JSON Evaluation:**

{{{{
 "Identified_Language": null,

 "Confidence": null,
 "Sentence_Termination": {{{{ "Score": null, "Comment": null }}}},

 "Intra_Sentence_Separation": {{{{ "Score": null, "Comment": null }}}},
 "Quotation_Speech_Marks": {{{{ "Score": null, "Comment": null }}}},

 "Contraction_Possessive_Joining_Markers": {{{{ "Score": null, "Comment": null }}}},
 "Other_Punctuation": {{{{ "Score": null, "Comment": null }}}},

 "Capitalization": {{{{ "Score": null, "Comment": null }}}},
 "Overall_Score": null,

 "Summary": null,
  "Corrected_Sentence": null

}}}}

Figure 4: The LLM-as-a-Judge prompt, outlining the comprehensive rubric used for eval-
uating punctuation and capitalization. Criteria include confidence, sentence termination,
intra-sentence separators, quotation marks, other punctuation types (colons, semicolons,
dashes), capitalization, and an overall quality assessment, along with instructions for JSON
output.
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