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Abstract

Due to their versatility in a wide coverage of fields and tasks, large lan-1

guage models (LLMs) have surged as proprietary products, often lacking2

openness in its recipe to replicate the training process. Even though ma-3

jor research movements to replicate and elucidate the English LLMs have4

been proposed, this does not apply to other languages like Korean. Thus,5

we present a Kowen, an open-source state-of-the-art Korean and English-6

speaking LLM, trained primarily through the active usage of synthetic data.7

We first reveal the effect of leveraging multilingual synthetic data from8

teacher models. Then, we scale the model and data size to train a strong9

bilingual LLM with the combination of supervised fine-tuning from teacher10

responses and iterative fine-tuning. We release all details and code for11

reproducibility.12

1 Introduction13

Training large language models (LLMs) to diverse languages and cultures is essential in14

creating a more equitable representation of AI systems. As a drastic portion of text corpus15

for LLM training constitutes English, considerate research efforts were in need in creating16

multilingual large language models (MLLMs). Recent advances in scaling data (Ouyang17

et al., 2022; Dubey et al., 2024; Yang et al., 2024) have enabled the exploration of scaling18

under-represented multilingual text data as well.19

Attempts to develop open post-training recipes with high-quality synthetic datasets closed20

the gap with the close-recipe models (Tunstall et al., 2024; Bartolome et al., 2024; Lambert21

et al., 2024; OLMo et al., 2025). Tunstall et al. (2024, Zephyr) proposed the paradigm of22

applying direct preference optimization (Rafailov et al., 2024, DPO) to enhance instruction-23

following abilities with synthetic preference dataset, surpassing larger close-recipe models24

like Llama-2 series (Touvron et al., 2023). Inspired by Zephyr, Bartolome et al. (2024, Zephyr-25

ORPO) applied odds ratio preference optimization (Hong et al., 2024b, ORPO) with around26

7,000 multi-turn synthetic preference dataset (Daniele & Suphavadeeprasit, 2023). Lambert27

et al. (2024, TULU3) and OLMo et al. (2025, OLMo2) expanded the general preference28

alignment into post-instruction-tuning into fine-grained post-training pipeline, especially29

for complex reasoning.30

In our work, we first present a case study on the strategies for constructing synthetic datasets31

starting from a pre-trained LLM. We go through diverse strategies of teacher distilled32

supervised fine-tuning (SFT) (Taori et al., 2023; Tunstall et al., 2024): (1) within-model family33

distillation, (2) mixed-lingual distillation, and (3) multi-turn completions. Consequently, we34

present our cross-lingual preference optimization pipeline in a scaled model and dataset35

size, where we do not necessitate large-scale human annotations of a target language. By36

effectively leveraging the multilingual capabilities of teacher models and performing on-37

policy preference optimization, we attain state-of-the-art performance bilingual LLM. In38

this paper, we specifically target Korean as the target language. Our resultant bilingual39

LLM, Kowen, shows comparable results to top-performing Korean LLMs. In contrast to40

other closed-recipes, we open-source all training data and code for reproducibility.41
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Figure 1: Overall Pipeline of the proposed method. Starting from the pretrained model, we
go through supervised fine-tuning (SFT) from the teacher model (Qwen-2.5-72B-Instruct)
and iteratively fine-tune the model with self-generated preferences.

2 Harnessing Multilingual Synthetic Data42

In this section, we study the impact of important experimental choices in post-training43

under specific purpose of language specialization in large language models (LLMs).44

2.1 Experimental setup45

Model and Dataset We select two sizes (7-8B & 70-72B) from two different model families46

(Qwen2.5 (Qwen et al., 2025) and Llama3.1 (Dubey et al., 2024)) as the teacher model. For47

the student model, we use the base Qwen2.5-3B.48

Model Teacher AE 2.0 (Ko)

Qwen2.5-3B-IT - 13.0

Qwen2.5-3B Qwen2.5-7B-IT 19.1
Qwen2.5-3B Qwen2.5-72B-IT 21.2

Qwen2.5-3B Llama-3.1-8B-IT 4.3
Qwen2.5-3B Llama-3.1-70B-IT 3.5

Table 1: Korean instruction-following ability
evaluation under different teacher sources. We
select two different model families, each with
two model sizes as teacher models, and select
Qwen2.5-3B as a student model.

Given a total budget of 20K train-49

ing instances, we sample out human-50

generated prompts from LMSYS-Chat-51

1M (Zheng et al., 2024). Then, we either52

generate single-turn completions in En-53

glish or Korean1. To foster multi-turn54

instruction-following capability in Ko-55

rean, we adopt a setting similar to that of56

Xu et al., 2025, where we continually gen-57

erate the multi-turn query and response58

based on the previous turn.59

Training To train the student model,60

we supervise fine-tune (SFT) on the61

synthetic generations from the teachers,62

given an equal dataset budget and train-63

ing hyperparameters in Appendix A.64

Evaluation While we want to build a language model specialized in Korean, we still65

evaluate its performance on English benchmarks as well to make sure it does not fail in66

English. For English benchmarks, we evaluate the models on AlpacaEval 2.0 (Dubois et al.,67

2024) and the Korean translated AlpacaEval (See Appendix B).68

2.2 Results69

Effect of Teacher Model Family From Table 1, we can see a dramatic synergy of utilizing70

synthetic generations from the same model family. While utilizing the generations from the71

Llama3.1 family does not incur notable benefits, generations from Llama-3.1-70B-IT result in72

1We translate the prompts first in Korean using X-ALMA(Xu et al., 2024)
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Models English Korean

AE 2.0 MTB (1st) MTB (2nd) AE 2.0 MTB (1st) MTB (2nd)

Qwen2.5-7B-IT (Qwen et al., 2025) 30.3 7.5 7.0 38.8 8.2 7.4
Llama-3.1-8B-IT (Dubey et al., 2024) 31.5 8.6 7.7 13.9 6.3 5.8
Gemma-2-9B-IT (Team et al., 2024) 47.5 8.7 8.1 62.4 8.5 8.0

Exaone-3.5-7.8B-IT (Research et al., 2024) 54.2 9.3 8.5 85.5 8.9 8.8
VARCO-8B-IT2 25.9 7.0 7.6 50.7 8.6 8.5

Kowen-7B-IT (Ours) 41.8 9.3 8.7 75.0 8.9 8.6

Table 2: English and Korean instruction-following ability assessment of Kowen and five
open-source language models of similar sizes through AlpacaEval 2.0 and Multi-Turn
Benchmark.

the worst Korean AlpacaEval win-rate, falling 15.6% short of a 7B model from the Qwen2.573

family. In contrast, utilizing the generations from the same model family incurred a great74

boost in performance even though the Instruct checkpoint has gone through extensive post-75

training of SFT, offline and online reinforcement learning (RL). Therefore, simply utilizing76

the same model family contributes to more effective distillation even though the model77

sizes and training details differ.78

Dataset Mixture English Korean

AE 2.0 AE 2.0

Ko (ST) 13.3 21.2
En (ST) 14.5 19.1

Ko (ST) + En (ST) 12.9 21.5
Ko (ST) + Ko (MT) + En (ST) 13.2 28.7

Table 3: English and Korean instruction-
following ability evaluations for different mul-
tilingual synthetic data setups. “Ko” and “En”
refer to Korean and English-only data, and “ST”
and “MT” denote single and multi-turn data.

Effect of Language Mixing The results79

in Table 3 interestingly show how the80

data mixture does not effect largely on81

the English AlpacaEval 2.0 performance82

while it greatly benefits on the Korean83

benchmark. Fine-tuning the Qwen2.5-84

3B model on the Korean-only mixture85

of 20K instances ranked second in the86

English benchmark while using English-87

only ranked last in the Korean bench-88

mark. Thus, we conjecture the English-89

dominant training distribution of the90

original checkpoint requires more non-91

English and diverse synthetic data to at-92

tain competitive bilingual capability.93

3 Kowen: Training a SOTA Bilingual LLM from a Pre-trained LLM94

In this section, we introduce the two-step training pipeline for Kowen, comprising supervised95

fine-tuning (SFT) as distillation and iterative preference alignment with self-generations96

following the insights we introduced in Section 2.97

3.1 Stage 1. SFT as Distillation98

Model We use the Qwen2.5 family (Qwen et al., 2025) to conduct SFT to distill the Korean99

capabilities. We select Qwen2.5-72B-Instruct as a teacher and the Qwen2.5-7B base as a100

student model.101

Dataset We now use the entire 1M instances from LMSYS-Chat-1M (Zheng et al., 2024).102

We design chat completions from teacher model that more resemble the real-world use cases:103

(1) complex single-turn conversations; (2) multi-turn conversations. Our final 1M dataset104

composes: (1) 400K single-turn Korean responses, (2) 300K single-turn English responses,105

and (3) 400K multi-turn Korean responses, a mixture based on findings in Section 2.106
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(a) English & Korean AlpacaEval 2.0 (b) English & Korean MT-Bench

Figure 2: Evaluating instruction-following abilities in Korean and English with AlpacaEval
2.0 (Figure 2a) and MT-Bench (Figure 2b) throughout the iterative alignment process with
self-generation. The y-scales at the left (red) and right (blue) represents the Korean and
English scales respectively.

3.2 Stage 2. Iterative Alignment with Self-Generations107

Adopting similar approaches done in Meng et al., 2024; Hong et al., 2024a, we utilize self-108

generated responses for fine-tuning. We go through an iterative training process on the109

Direct Preference Optimization objective (Rafailov et al., 2024, DPO).110

Dataset We take the prompts from the cleaned UltraFeedback (Bartolome et al., 2023; Cui111

et al., 2024, UF) of 60k, and translate them into Korean using GPT-4o. Then, we generate112

four chat completions from the seed model and generate the reward for each completions113

using the reward model. Finally, we select the responses with the highest and lowest reward114

to construct the preference pairs for fine-tuning.115

Training Setup Under the DPO objective below:116

− log σ

(
β log

πθ(yw|x)
πref(yw|x)

− β log
πθ(yl |x)

πref(yl |x)

)
, (1)

we iteratively train the SFT model from Section 3.1 to a maximum of three iterations3 with117

the UF prompts and corresponding self-generated preference pairs as illustrated in Figure 1.118

Evaluation For a more comprehensive evaluation, on top of AlpacaEval, we also evaluate119

the models on Multi-Turn Benchmark (Zheng et al., 2023, MT-Bench) and its translated120

version Ko-MTBench (Research, 2024) for evaluation on multi-turn instruction following121

performance. Also, we evaluate on two natural language understanding benchmarks:122

MMLU (Hendrycks et al., 2021), KMMLU (Son et al., 2024) and Belebele (English and123

Korean) (Bandarkar et al., 2023) using the lm-evaluation-harness tool (Gao et al., 2024).124

3.3 Results125

Kowen performs well in both English & Korean Benchmarks As shown in Tables 2126

and 4, our resulting model, Kowen, shows strong English and Korean capability both in127

instruction-following and NLU benchmarks. Especially for AlpacaEval, Kowen achieves128

11.5 % and 36.2 % higher than the Qwen2.5-7B-IT model respectively, surprising as they129

both were trained from the same pre-trained checkpoint. Kowen ranks first in the MT-Bench130

with the exception of the 2nd turn of Korean MT-Bench. On the other hand, Exaone-3.5-131

7.8B-IT performs better in instruction-following benchmarks, especially in AlpacaEval132

3We select the checkpoint trained up to the 2nd iteration as the final checkpoint.
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Models MMLU Belebele

En Ko En Ko

Qwen2.5-7B-IT 0.71 0.48 0.91 0.84
Exaone-3.5-7.8B-IT 0.65 0.46 0.84 0.71

VARCO-8B-IT 0.62 0.37 0.86 0.75
Kowen-7B-IT (Ours) 0.72 0.50 0.88 0.81

Table 4: English and Korean natural language understanding (NLU) assessment of Kowen
and three open-source language models of similar sizes.

where the main focus is on general instruction-following capability, but not as well in the133

NLU evaluations. In NLU evaluations, Kowen also ranks first with both the Korean and134

English MMLU benchmarks. Qwen2.5-7B-IT marginally leads the Belebele benchmark with135

a margin of 0.03 in both English and Koream.136

Iterative DPO in Korean increases English capability as well In Figure 2, we visualize137

the performance trend of our training pipeline. It can be seen how the initial SFT stage alone138

yields a model stronger than the Qwen2.5-7B-IT checkpoint with the exception of the result139

for English AlpacaEval. Through iterations, the performance rises until the second iteration140

of DPO, while the third iteration brought a marginal performance increase or drop in most141

cases. We conjecture the diminishing return of our iterative process to be attributed to our142

fixed prompts from UltraFeedback. We select DPO-Iter-2 as our final checkpoint, Kowen,143

which showed the strongest bilingual capabilities.144

4 Discussion145

Leveraging synthetic data for multilingual capability Within the ground of multilingual146

large language models (MLLMs), recent works showed MLLMs can be specialized to147

specific languages with synthetic data (Kim et al., 2024; Polignano et al., 2024; Research148

et al., 2024; Devine, 2024). Research et al. (2024, EXAONE-3.5) presented a mostly closed149

recipe for their language models pre-trained to be specialized for two languages, English150

and Korean, utilizing synthetic preference data for the preference alignment phase. Devine151

(2024) analyzed the effectiveness of the preference learning mechanism as a language152

specification, proposing the importance of data curation. Despite works outlining the153

potential of multilingual synthetic data. Meanwhile, VARCO was post-trained on top154

of Llama-3.1-8B (Dubey et al., 2024) with undisclosed Korean data, unknown whether155

synthetic data has been used. We expect our work to facilitate further research for use-156

casing multilingual synthetic data generation with increased openness.157

5 Conclusion158

We introduce Kowen, an open-recipe bilingual LLM effectively distilled with synthetic159

data. We study the two design choices in synthetic distillation with LLMs: (1) student-160

teacher model family alignment and (2) language composition. We empirically show that161

comprehensive use of target language and English best specializes language models for162

the target language. Furthermore, iterative preference alignment with self-generated data163

effectively leads to a boost in downstream performance. Kowen, trained entirely in an164

open manner, achieves 9.0 and 8.75 in English and Korean MT-Bench, outperforming closed165

bilingual LLMs, demonstrating the strength of language-specific distillation via iterative166

alignment.167
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6 Limitation168

Our paper actively utilizes synthetic data generations to specialize into certain languages.169

However, the limitations and possible side-effects of utilizing synthetic data generations170

are not heavily studied in our work. We leave for future work to expand on the risks of171

utilizing synthetic data especially on the ground of multilinguality. Furthermore, our work172

deals only with Korean and English, languages where multilingual large language models173

excel at. Case studies investigating the effect of synthetic data in low-resource languages174

will bring inspiring studies for language specialization for more marginal cases.175
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A Training Configurations340

Both SFT and DPO were done using Hugging Face TRL library (von Werra et al., 2020)341

on 4 NVIDIA A100 GPUs with Accelerate (Gugger et al., 2022) and DeepSpeed ZeRO342

3 (Rajbhandari et al., 2020), and Paged AdamW optimizer (Loshchilov & Hutter, 2019;343

Dettmers et al., 2023) with 8-bit precision (Dettmers et al., 2022).344

Supervised Fine-tuning For all supervised fine-tuning (SFT) processes, we used a max-345

imum learning rate of 1e − 5 and 10% of warm-up followed by cosine decay. The global346

batch was set to 128.347

On-Policy Preference Optimization We fine-tune our fine-tuned (via SFT) Qwen2.5-7B348

(Qwen et al., 2025) iteratively with DPO. We use a cosine decaying learning rate scheduler349

for single epoch training.350

DPO configurations We apply β = 0.1 for the first iteration and apply β = 1.0 for the351

iterations after with the learning rate of 5e − 7. The global batch size was set to 128 using352

gradient accumulation steps of 16 with a per-device batch size of 2.353

B MULTILINGUAL ALPACAEVAL Setup354

We use the exactly same setup from Hong et al., 2024a, where we utilize the translated355

prompt instances4 and compute the language-specific win-rate of the model evaluated by356

GPT-4o5 against the reference responses from GPT-4-Turbo6.357

4https://huggingface.co/datasets/zhihz0535/X-AlpacaEval
5https://platform.openai.com/docs/models/gpt-4o
6https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4
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