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Abstract

As online communication increasingly incorporates under-represented1

languages and colloquial dialects, standard translation systems often fail2

to preserve local slang, code-mixing, and culturally embedded markers3

of harmful speech. Translating toxic content between low-resource lan-4

guage pairs poses additional challenges due to scarce parallel data and5

safety filters that sanitize offensive expressions. In this work, we propose6

a reproducible, two-stage framework for toxicity-preserving translation,7

demonstrated on a code-mixed Singlish safety corpus. First, we perform8

human-verified few-shot prompt engineering: we iteratively curate and9

rank annotator-selected Singlish–target examples to capture nuanced slang,10

tone, and toxicity. Second, we optimize model–prompt pairs by benchmark-11

ing several large language models using semantic similarity via direct and12

back-translation. Quantitative human evaluation confirms the effectiveness13

and efficiency of our pipeline. Beyond improving translation quality, our14

framework contributes to the safety of multicultural LLMs by supporting15

culturally sensitive moderation and benchmarking in low-resource contexts.16

By positioning Singlish as a testbed for inclusive NLP, we underscore the17

importance of preserving sociolinguistic nuance in real-world applications18

such as content moderation and regional platform governance.19

1 Introduction20

Recent advances in large language models (LLMs) have significantly improved machine21

translation, achieving strong performance on many language pairs with only a few care-22

fully selected examples Vilar et al. (2023); Brown et al. (2020). Prompt-based approaches23

allow LLMs to rapidly adapt to new domains and languages, delivering high fluency and24

adequacy Haddow et al. (2022). These developments are based on a rich history of machine25

translation research: from early statistical methods Lopez (2008); Wang et al. (2017) and26

neural sequence-to-sequence models Stahlberg (2020), to multilingual NMT systems that27

enable zero-shot translation Johnson et al. (2017) and unsupervised approaches that bypass28

the need for parallel corpora Lample et al. (2017); Artetxe et al. (2017).29

Although LLMs now rival traditional systems in formal high-resource languages Hendy30

et al. (2023); Karpinska & Iyyer (2023), their performance remains limited in inputs rooted31

in low-resource, informal, or culturally embedded Robinson et al. (2023); Haddow et al.32

(2022). Recent work shows that code-mixed languages like Singlish, characterized by slang,33

emotive tone, and loanwords, challenge generic prompting strategies Ng & Chan (2024).34

Similarly, Enis & Hopkins (2024) demonstrates that even top-performing models like Claude35

3 struggle with translation fidelity on low-resource pairs, though their outputs can be36

distilled into smaller systems.37

Translating toxic or harmful content in such settings presents further challenges: safety38

filters in LLMs often sanitize offensive expressions, and standard translation pipelines lack39

sensitivity to sociolinguistic cues Costa-jussà et al. (2022). This problem is compounded in40

low-resource contexts where parallel corpora and annotated toxicity benchmarks are scarce.41

Singlish, a creole blend of English, Malay, Hokkien, and other regional languages, exempli-42

fies these issues: it features rich code-mixing and culturally embedded markers of harm that43
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Figure 1: The proposed framework for toxicity-preserving translation.

often fall outside the representational scope of standard multilingual embeddings Pratapa44

et al. (2018). When these nuances are not preserved, translations risk diluting critical signals,45

undermining downstream tasks such as content moderation or sentiment analysis.46

In this work, we propose a two-stage, human-in-the-loop framework for toxicity-preserving47

translation, aimed at enhancing multicultural LLM safety. The workflow is shown in48

Figure 1. Our approach is demonstrated on a Singlish safety corpus constructed from49

LionGuard Foo & Khoo (2024), and applied to Chinese, Malay, and Tamil—languages with50

varying degrees of institutional and digital support in Singapore’s multilingual society.51

We treat Singlish not merely as a linguistic artifact, but as a testbed for inclusive NLP,52

offering insight into how LLMs handle culturally situated expressions of harm. The pipeline53

begins with curating a balanced set of Singlish–target examples through iterative annotator54

selection and ranking, capturing variations in slang, tone, and toxicity. We then evaluate55

different LLMs and prompt configurations using semantic similarity metrics computed56

through direct and back-translation, enabling reference-free assessment at scale. Human57

evaluations confirm that our pipeline effectively preserves both semantic content and58

harmful tone with minimal annotation overhead.59

By foregrounding culturally sensitive translation in low-resource contexts, this work con-60

tributes not only to inclusive model evaluation but also to practical applications such as61

multilingual content moderation, trust and safety tools, and regional platform governance.62

2 Methodology63

Unlike standard multilingual benchmarks, our objective is to preserve both the semantic64

content and the expressive level of harmfulness in each input. This dual objective introduces65

challenges: Most translation models either sanitize toxic content, due to embedded safety66

filters, or mistranslate culturally embedded phrases, particularly in informal or slang-heavy67

languages like Singlish. To address these limitations, we propose a two-stage, human-in-68

the-loop framework designed to maintain multicultural fidelity in low-resource translation.69

2.1 Human-Curated Few-Shot Examples70

Standard LLM-based translation often neutralizes harmful language or fails to capture71

the expressive tone of informal slang. To mitigate this, we curated a compact but diverse72

set of high-quality translation examples to guide model outputs toward faithful, toxicity-73

preserving behavior. We selected 20 Singlish sentences, balanced between benign and74

harmful content, and subjected them to a structured, three-round human verification process75

to construct the final few-shot prompt pool.76
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2.1.1 Annotation Procedure77

Each sentence underwent the following iterative refinement steps:78

Round 1 – Broad Candidate Selection. We generated three zero-shot translations per79

sentence using GPT-4o mini OpenAI (2024a), DeepSeek-R1 DeepSeek-AI & Others (2025),80

and Gemini 2.0 Flash Google (2025). Annotators reviewed all outputs and could (a) select81

any number of acceptable translations, or (b) submit a custom translation if none captured82

the intended tone and meaning.83

Round 2 – Focused Comparison. The top two LLM-generated outputs from Round 1, along84

with any human-provided alternatives, were reviewed. Annotators selected up to two85

preferred candidates to refine the pool.86

Round 3 – Final Selection. The remaining candidates were ranked, and annotators se-87

lected the single best translation for inclusion. The version receiving the most votes across88

annotators was adopted for the final prompt set.89

This multi-stage design enables efficient human oversight while minimizing manual trans-90

lation workload. It ensures both fidelity and tone preservation through controlled iteration.91

The proportion of LLM-generated outputs retained in the final pool also serves as a proxy92

for model reliability in culturally sensitive translation tasks. Additional interface details93

and annotation screenshots are provided in Appendix C.1.94

2.1.2 Results and Analysis95

In the final few-shot prompt pool, both Chinese and Tamil retained nine LLM-generated96

translations, whereas Malay retained only two. Correspondingly, we observed more custom97

(i.e., human-provided) translations for Malay—averaging 8.8 per sentence—compared to98

6.4 for Chinese and 5.6 for Tamil. Based on annotator feedback and output inspection, this99

lower retention rate for Malay appears to stem from orthographic variability: annotators100

frequently substituted standard lexical forms with colloquial spellings that better captured101

the expressive tone of the original Singlish.102

To assess the surface-level alignment between the selected final examples and the original103

LLM outputs, we computed character-level substring overlap. The results yielded a median104

overlap score of 0.47 and an average of 0.54, indicating moderate textual similarity between105

curated examples and candidate translations.106

Additional statistics, including custom submission counts in language and interannotator107

agreement between rounds, are reported in the Appendix C.2. Notably, inter-annotator108

agreement improved steadily from Round 1 to Round 3, supporting the effectiveness of our109

iterative refinement process in producing a consistent and culturally sensitive example pool.110

2.2 Selecting the Optimal Translation Model and Prompt111

We evaluated four LLMs—Gemini 2.0 Flash Google (2025), Grok 3 Beta Mini xAI (2025),112

DeepSeek-R1 DeepSeek-AI & Others (2025), and GPT-4o mini OpenAI (2024a)—each under113

multiple prompt configurations, to identify the optimal pipeline for toxicity-preserving114

translation across low-resource language pairs.115

2.2.1 Evaluation Metrics116

Standard evaluation of machine translation typically involves a combination of automatic117

metrics and human judgment. When reference translations are available, metrics such as118

BLEU Papineni et al. (2002) and METEOR Banerjee & Lavie (2005) provide fast quantitative119

assessment, often supplemented by human ratings of adequacy and fluency.120

However, our setting lacks gold-standard reference translations for Singlish–target pairs,121

and the informal, slang-heavy nature of our source text limits the utility of conventional122

references. While LLMs could in principle be used as evaluators Liu et al. (2023), prior123

work shows that their assessments are unreliable across dialectal and code-mixed inputs. To124
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Semantic Similarity

Direct Translation (SG → Target) Back-Translation (SG ↔ Target)

Model ZH MS TA ZH MS TA

Baseline 66.62 72.89 30.80 – – –
Gemini 2.0 Flash 63.62 65.10 28.59 70.59 72.95 77.29
Grok 3 Beta Mini 63.58 63.23 29.52 69.69 69.38 75.10
DeepSeek-R1 54.33 59.18 21.53 60.31 60.76 66.08
GPT-4o mini 69.50 72.75 29.50 77.10 80.14 80.54

Table 1: Direct translation semantic similarity and back-translation semantic similarity
across models and language pairs (higher is better) for Singlish (SG), Chinese (ZH), Malay
(MS), and Tamil (TA).

support reference-free model selection with minimal annotator burden, we introduce two125

embedding-based semantic similarity measures that serve as proxies for translation fidelity:126

Direct Translation Similarity. Given a Singlish sentence s and its translation t, we compute127

their embeddings es and et using text-embedding-3-large OpenAI (2024b), and define128

cosine similarity as:129

Simdirect(s, t) =
es · et

∥es∥ ∥et∥
.

Back-Translation Similarity. To measure consistency, we back-translate t into Singlish, yielding130

ŝ, and compute:131

Simback(s, ŝ) =
es · eŝ

∥es∥ ∥eŝ∥
.

These metrics allow for efficient, automated comparison of LLM–prompt configurations,132

without requiring parallel corpora or task-specific evaluators.133

2.2.2 Translation Models Comparison134

Table 1 presents the direct and back-translation similarity scores across all models and135

language pairs, using the 20 curated examples. GPT-4o mini consistently outperforms136

the other models, achieving the highest combined semantic fidelity, often matching or137

surpassing human-translated baselines in Chinese and Malay, and exhibits stronger tone138

and toxicity retention with reduced sanitization.139

2.2.3 Prompt Optimization with GPT-4o mini140

Having identified GPT-4o mini as the most effective model, we further optimized prompt141

construction by dynamically selecting few-shot examples based on semantic similarity. For142

each input sentence s, we computed its cosine similarity Simdirect(s, ei) with each of the143

20 human-verified examples ei, and assembled the prompt using the top-k most similar144

examples. We experimented with k ∈ {5, 10, 15, 20}, and found that the optimal number145

varied by target language: 15 for Chinese, 10 for Malay, and 20 for Tamil (see Appendix 3).146

We also evaluated prompt optimization using DSPy Khattab et al. (2024), but observed147

only marginal performance improvements (Appendix B.3). The final prompt used in our148

experiments is provided in Appendix B.1.149

3 Human Evaluation150

We conducted a human evaluation on a randomly sampled set of 200 translations generated151

by the GPT-4o mini pipeline. Five annotators were recruited for Chinese, and two each for152

Malay and Tamil. Annotators rated each translation on a 1–5 scale based on how accurately153

it conveyed the original meaning and tone of the Singlish source.154
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Language Machine Translations (200 examples) Gold References (20 examples)

Chinese 3.83 4.07
Malay 4.09 4.08
Tamil 2.49 3.30

Table 2: Average ratings for machine translations versus human provided gold translations.

As shown in Table 2, GPT-4o mini translations for Chinese and Malay closely approach155

the quality of their respective gold references, each within 0.2 rating points. In contrast,156

Tamil translations lag significantly behind, with a mean rating of 2.49 compared to 3.30157

for the gold set. We attribute this disparity to two primary factors. First, the limited158

number of Tamil (and Malay) annotators amplifies individual bias. Appendix D shows159

that these annotators consistently assigned lower scores, skewing the rating distribution.160

Second, linguistic transfer from Singlish to Tamil presents structural challenges: Singlish161

incorporates Hokkien and Malay loanwords and expressive slang that often lack direct Tamil162

equivalents, making it difficult to retain tone and profanity without sounding unnatural.163

Annotators also noted that Tamil outputs were often overly sanitized or emotionally flat,164

even when semantically correct. Common issues included softened insults, loss of colloquial165

tone, and substitution with polite forms. These patterns suggest that current LLMs struggle166

to maintain culturally situated markers of harm when translating into linguistically distant167

or morphosyntactically constrained languages.168

4 Limitations169

Overlooked Implicit Toxicity. We rely on embedding-based similarity and a single human170

score per translation to assess fidelity and toxicity retention. This may overlook subtle shifts171

in tone or fail to detect culturally specific toxic patterns. In particular, some forms of harm172

may be implicit and lose their force when translated. We do not explicitly measure these173

subtleties in the current study; future work should develop methods to capture and measure174

implicit or context-dependent toxicity.175

Limited Annotator Diversity. For few-shot example curation, we recruited volunteers from176

public-sector organizations. Their sensitivity to harmful content led them to impose stricter177

moral constraints on customized translations. Moreover, since the Singlish corpus is drawn178

from online platforms, which is rich in slang and abbreviations, annotators unfamiliar with179

these varieties may have under-represented certain toxic patterns. Considering this, we180

employed university students for the final evaluation of translation outcomes; these students181

were more comfortable with colloquial terms. As shown in Table 2, their judgments did not182

always align with the public-sector volunteers’ gold references. Future work should ensure183

diversity in annotator backgrounds to capture a wider range of usages and sensitivities.184

5 Conclusion185

In this work, we proposed a two-stage, human-in-the-loop framework for preserving186

culturally embedded harmful expressions in low-resource machine translation. Applied187

to the translation of Singlish into Chinese, Malay, and Tamil, our approach improved188

the retention of toxic language signals while maintaining overall semantic fidelity, with189

GPT-4o mini emerging as the most effective model. Beyond translation quality, our study190

underscored two key challenges: (1) the need for broader annotator diversity to better reflect191

informal and culturally specific language use, and (2) the difficulty of detecting implicit192

or context-dependent toxicity that may be lost in translation. Addressing these limitations193

will be essential for extending our framework to other language pairs and domains, and for194

advancing multicultural LLM safety in real-world applications such as content moderation195

and regional platform governance.196
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A Ethical Considerations288

The experiments of the proposed framework involved curating and annotating harmful289

content, including hate speech and explicit language, to support research in LLM safety.290

Native speakers were engaged in translation prompt construction and model evaluation,291

with care taken to avoid undue exposure to harmful material and opt-out options provided292

for sensitive tasks. While the data enables robust multilingual safety benchmarking, it also293

carries misuse risks. To mitigate this, we will share the corpus (including original Singlish294

texts and translations) via a controlled-access process. Prospective users must agree to295

terms of use and demonstrate a legitimate research purpose, ensuring the data supports296

responsible advances in multilingual LLM safety.297

B Prompt Optimisation298

B.1 Translation Prompt299

Prompt

1 You are an expert translator specializing in {original_language} and
{target_language}. Your task is to translate the given
{original_language} sentence into {target_language} while maintaining
its informal, rude, and expressive tone.

2

3 ### Guidelines:
4 - First, analyze the sentence in terms of its tone, slang usage, implied
meaning, and emotional intensity.

5 - Then, provide a translation that reflects the casual, slang-heavy
nature of {original_language}.

6 - Any rudeness or impoliteness should be preserved in a natural and
culturally appropriate way.

7 - Do not soften the tone or make it more polite than the original.
8 - You may refer to the following examples for better understanding of
slangs.

9

10 ### Example Translations:
11 {exp_str}
12

13 ### Output Format:
14 Explanation:
15 <your analysis of the sentence>
16

17 Translation:
18 <your translated sentence>
19

20 Now, translate the following sentence while keeping its tone intact:
21

22 {original_language}: "{sentence}"

300

B.2 Few-Shot Context Refinement301

To investigate the impact of demonstration size on translation quality, we experimented302

with different values of k—the number of few-shot examples included in the prompt—for303

GPT-4o mini. Results are shown is Table 3.304
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k SG → ZH SG → MS SG → TA

Baseline 66.62 72.89 30.80
k = 5 69.76 73.57 31.82
k = 10 70.10 72.79 32.15
k = 15 70.23 73.63 32.10
k = 20 70.09 73.74 32.27

Table 3: Semantic similarity between Singlish (SG) and target translations—Chinese (ZH),
Malay (MS), and Tamil (TA)—across different numbers of few-shot examples k.

B.3 DSPy305

We utilized DSPy Khattab et al. (2024) and its Cooperative Prompt Optimization (COPRO)306

optimizer Sarmah et al. (2024) for prompt optimization under the zero-shot setting.307

We applied COPRO on the Singlish-to-Chinese translation task using GPT-4o mini, eval-308

uating performance on a set of 500 records. The baseline setup—using a vanilla prompt309

without examples, as shown in Section B.1, and applying zero-shot Chain-of-Thought310

(CoT)—achieved a score of 0.672.311

We tested two COPRO tuning configurations. The first used a depth of 2, breadth of 5, and312

an initial temperature of 0.7. The second used a smaller breadth of 3 and a lower temperature313

of 0.3. Across both configurations, the scores showed only marginal improvements over the314

baseline. Full results are summarized below:315

• Setup 1 (depth=2, breadth=5, init temperature=0.7):
– Depth 1: 60.6%, 60.7%, 61.7%, 60.8%, 62.1%
– Depth 2: 60.9%, 60.6%, 61.2%, 60.3%, 60.9%

• Setup 2 (depth=2, breadth=3, init temperature=0.3):
– Depth 1: 61.3%, 61.1%, 61.7%
– Depth 2: 61.0%, 61.2%, 60.9%

316

Given the limited improvements, we opted to proceed with the vanilla instruction setup for317

subsequent experiments.318

C Few-Shot Pool Curation319

C.1 Annotation Guidelines320

The user interface and annotation guidelines are shown in Figures 2, 3, and 4.321

C.2 Annotation Results322

Language Custom
Submissions

Jaccard R1 Jaccard R2 Jaccard R3

Chinese 6.4 30.8% 59.8% 67.0%
Tamil 5.6 46.9% 53.4% 60.0%
Malay 8.8 25.1% 39.4% 54.5%

Table 4: Annotation outcomes for Chinese, Tamil, and Malay.

D Human Evaluation Outcomes323

Figure 5 shows the per-annotator rating distributions for the 200 sampled translations.324
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Figure 2: Screenshot of Annotation Platform – Round 1: Initial Translation Selection

Figure 3: Screenshot of Annotation Platform – Round 2: Top Translation Re-evaluation

Figure 4: Screenshot of Annotation Platform – Round 3: Final Choice
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Figure 5: Box plots of annotator ratings for Chinese, Malay, and Tamil translations across
200 samples.
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